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Abstract

This report details an approach to the real-time coordination of large networks of short-range sensors
that communicate over short-range, low-bandwidth, high-latency radio channels.

Each sensor is limited in the distance over which it can scan and in the type of data that it can acquire, so
nearby sensors must collaborate to acquire complementary data for accomplishing such tasks as multiple-
target detection and tracking.

Operational limitations on sensors and real-time requirements on tasks restrict the number of tasks
in which a given sensor can collaborate. The quality with which a given task is accomplished and the
cost incurred are affected by which particular sensors collaborate in achieving the task. Consequently, a
coordination mechanism is required to optimize collaboration.

The coordination mechanism reported is fully distributed — each sensor decides for itself which mea-
surements it should take to achieve optimal collaboration with nearby sensors, based what it knows about
their intended measurements, and informs those sensors of its own intentions so that they can likewise
optimize their own measurements.

In order to determine which measurements are optimal, a sensor must have knowledge about the targets
that are the intended subjects of the measurements. To this end, each sensor exchanges measurement data
with nearby sensors, and operates a data fusion process to maintain local target estimates.

The reported coordination mechanism is claimed to be scalable, low-cost, adaptive and robust.

Keywords: distributed constraint optimization, distributed scheduling, distributed resource manage-
ment
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1 Introduction

There is currently interest in using large networks of simple sensors to perform traditional serséing

(such as target detection and tracking) in a way that has low set-up and maintenance costs. For example, one
scenario envisions the deployment of tens of thousands of small, cheap, battery-powered, short-range sensors
that use low-power radios for communicating measurements and to coordination inter-sensor collaboration
on target detection and tracking.

Inter-sensocollaborationis required because an individual sensor may be capable of scanning only a limited
geographical area and acquiring only partial information about a target; for example, it may be capable of
determining the distance from itself to the target, but not the direction. Consequently, several sensors need
to collaborate to acquire complementary data thétisedto produce complete target estimates. To ensure
high-quality data fusion, the sensors may need to take their measurements approximately simultaneously.

The objective of the networkisoordination mechanisiis to determine which sensors should collaborate and
which measurements each should take — typically, there are many possible combinations of sensors that
could achieve a given task (such as tracking a target) and each sensor could usefully participate in several
tasks but it is limited in the number of tasks in which it can participate at any given timequdiiy of the
estimates produced by the data fusion process anddstf achieving the given tasks (measured, e.g., in
terms of the energy used) can be significantly affected by the coordination decisions.

The tasks that are to be achieved by the sensor network are dynamic:
e As targets move, the set of sensors that can scan the targets changes.
e New targets are detected by background scans, giving rise to new tracking tasks.

e Tracked targets move beyond the range of the sensor network, causing a tracking task to become
obsolete.

Moreover, the status of the sensor network is typically dynamic; e.g., hardware may fail.

As circumstances change, the sensors must re-coordinate to adapt, and coordination itself must be robust
against hardware failure. Because there are temporal requirements on the tasks (e.g., a given target will
be within range of a given sensor for only a limited period), coordination must be achieved in real-time.
Moreover, the number of sensors is expected to be high (@3).so coordination must be scalable.

Given these requirements, a highly-distributed coordination mechanism seems appropriate:

e The distance over which communication can take place in a single ‘hop’ is limited by the power of
the radio transmitter. A distributed coordination mechanism allows most decisions to be made locally,
using only single-hop communication, which in turn allows the network to adapt quickly.

e For non-trivial sensors, coordination is likely to be combinatorially hard. A distributed coordination
mechanism allows the computational costs to be spread over many computational units. The objective
is to have a scalable coordination mechanism, in which, e.g., the number of computational units grows
linearly with the number of sensors and the load on each computational unit remains fixed.

¢ Adistributed coordination mechanism is inherently more robust against hardware failure. For example,
the failure of a few computational units should not cause the failure of the entire coordination network,
and hence the entire sensor network.

Of course, distributing the coordination mechanism raises it own potential problems: each component of the
distributed mechanism needs to adapt the behavior of the sensors under its control quickly enough to keep
apace with changes in target number and/or behavior, but each component must also have regard for the ac-
tions being performed by nearby sensors (under the control of other coordination components) in order to



ensure high quality collaboration between the sensors. That is, there is a need to balance speed of adapta-
tion against ‘coherence’ of decisions made by autonomous but interacting components of the coordination
mechanism.

The remainder of this report describes a highly-distributed coordination mechanism in which each sensor has
its own coordination component, which interacts with other coordination components using a peer-to-peer,
stochastic, hill-climbing optimization algorithm. An example involving simple radar sensors is given.

The structure of the remainder of this report is as follows:
e The radar sensor hardware is described along with some details of the communication infrastructure.

e The problem to be solved is defined in terms of the quality of target tracking that is expected to arise
from a proposed vector of measurements, given current target tracks, models of target behavior and sen-
sor models. Itis argued that coordinating sensors based directly on this criterion is too computationally
expensive for real-time systems.

¢ An alternative problem is introduced: optimizing the expected quality of sensing. Although sensing
quality is, in this report, only heuristically related to track quality, it is conjectured that attaining high-
quality sensing should lead to high-quality target tracks.

e A distributed coordination mechanism is then introduced that uses local information and local sensor
interaction to approximately solve the problem of optimizing sensing quality.

e The main details of implementing the coordination mechanism for the radar example are given.

2 Example Application: Target Tracking using Simple Radars & Lo-
cal Broadcast Communication

The distributed coordination mechanism reported here is intended to be mostly generic or at least readily
adaptable to various types of sensors. Nevertheless, some design decisions are motivated by a particular
application, involving simple radar sensors detecting and tracking standardized targets moving in a plane.
This section describes the hardware and communication infrastructure, and some preliminary details about
what measurements are needed for target tracking.

2.1 The Sensors: Simple Active Radars

The sensors are fixed-frequency, continuous-wave radars. A single sensor is comprised of three emitter-
detector pairs and one sampler (an analogue-to-digital converter). Each detector can receive only the signal
from its corresponding emitter after reflection off a target. At any given time, the sampler can measure the
strength of the radar signal received by one and only one of the detectors. For a single measurement, the
sampler is used in one of two possible modes:

¢ in amplitude-only modehe sampler reports the maximum signal amplitude measured over a period of
approximately 0.6 seconds;

¢ in amplitude-and-frequency modée sampler reports both the maximum signal amplitude measured
and the Doppler shift between the emitted and reflected signals; the time required for this mode depends
on the Doppler frequency and varies between approximately 0.6 and 1.8 seconds.
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Figure 1: Signal strength detected by a radar depends on emitter-target distance and angle

The signal’s amplitude corresponds to a set of target positions, as follows. The emitter-detector pairs are
oriented at 120 intervals in the plane (see Figure 1). The signal produced by an emitter is predominantly
directed forward, along the emittersid-beam the signal strength expected to be detected fratandard
targetis modeled by the equation

m(R,0) = Ke~ /4" /R2 1)

whereR is the sensor-target distanéds the angle between the emitter’'s mid-beam and the tabget @ <
180°), and K and A are constants.

The emitters, detectors and sampler are subject to random noise (both internal and environmental) that limits
the effective range of the sensors. The consthig about 40 so that, for example, a target that is at mid-
beam will produce a signal thaté$/* ~ 9.5 times larger than a target that is at the same distance from the
sensor but that is 600ff mid-beam.

If a radar beam reflects off several targets simultaneously, the reading produced by the detector is essentially
a random combination of what the individual targets would produce separately, and is effectively useless.

The measured signal’s frequency is Doppler shifted by an amount that is directly proportional to the target’s
radial speed.

Each emitter can be independently activated or deactivated. While an emitter is active, it consumes power,
regardless of whether or not its detector is being sampled. If a deactivated emitter is activated, the emitted
beam is unstable and does not give reliable measurements for approximately 2 seconds.

2.2 Target Tracking

The measurements taken by a single sensor are sufficient to allow target detection (the presence of a target
nearby is indicated by a strong signal) but they are not sufficient to allow a target to be tracked: for example,

a given signal amplitude indicates only that a target is at some point along a contour in the plane — it does
not indicate where on the contour.

To narrow down a target’s possible positions, more-or-less simultaneous measurements from several, nearby
sensors must be combined ustnitateralization, as shown in Figure 2. Of course, readings from sensors are
subject to noise so new measurements for a target are combined with the taegétte achieve the best
compromise between where the target is expected to be (based on its history) and where the sensors report it
to be.

This report does not go into the details of the tracking/data fusion algorithm. Rather, it is assumed that one
of the objectives of the coordination mechanism is to achieve simultaneous scans of each target and that
estimates of target positions can be obtained by extrapolating tracks.
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Figure 2: Determining a target's position using trilateralization

2.3 Broadcast Communication

Each radar sensor has a radio transmitter and receiver that can be used to communicate measurements and ar-
bitrary data in short bursts (message lengths should preferably be kept below 100 bytes). In the demonstration
application, communication operates on a fixed frequency in broadcast mode on a fixed, cyclic schedule: that
is, in every cycle of the schedule, each sensor has a fixed time period during which it can transmit without in-
terfering with other transmissions. The communication range is limited by the effective physical transmission
range, so ‘broadcast’ mode is really a dense, local, multicast mode.

The number of sensors that are within communication range (and thus that are capable of interfering with
each other’s transmissions) is likely to be high relative to the number of messages that can be sent per second
(the minimum duration of a message is determined by the likely size of messages and the communication
bandwidth and latency). Consequently, the period of the communication schedule, and thus the average time
between a sensor determining that it has information to send and being able to send it, is likely to be large.

In other words, communication is likely to have higffiectivdlatency even if the underlying communication
fabric’s latency is only moderate. This is expected to be true even if other, scalable communication schemes
are used. High-latency communication is an underlying assumption of the rationale for the coordination
mechanism reported here.

Two final issues should be noted in passing: (1) transmission interferes with sampling, so the communication
and sensing schedules need to be compatible; (2) execution of the communication schedule is achieved au-
tonomously by each sensor based on its local clock (which is synchronized with other sensors’ clocks using a
simple, distributed protocol whose communication piggy-backs on transmissions for measurements and other
data).

3 World Estimates and Quality Metrics

The objective of a sensor network is to cost-effectively maintain an estimate of certain properties of the real
world. For example, for a single target, a network’s estimate may include the target's position, velocity,

acceleration, facing (i.e., orientation relative to velocity), etc. The cost of operating the network may be

measured as the amount of battery energy consumed, for example.

The following assumption is made:

Assumption 1 (Separable targets)A world state is a finite map from some uninterpreted domaitaafets
to single-target information
In other words, the world is assumed to be made up of separately identifiable targets, for each of which
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Figure 3: Quality of a position estimate reflects how accurately the position is known

independent information is represented. The set of targets for which information is represented by world
statew is denoted bylom(w) and the information for targetis denoted byw(g).

The notatiore = {x € X — y} is used to indicate thatis a finite map whose domain /§ and that each
in the domain has corresponding valueThus,w = {g € dom(w) — w(g)}.

Typically, the state of the real world is not known preciselywarld estimatemay be mathematically ex-
pressed by viewing the “true” real-world state as a random variable with a probability distribution over the
space of world states. For convenience we assume that world states consist of continuous components (e.g.,
position and velocity), and that an estimate is continuous and may be given by a prolaksrititiyfunction.

(In general, world states may be discrete or hybrid, and the probability distribution could beeasyure

whose total is one, but note that such distributions may be approximated or may be represented by densities
like Dirac functions.) Ifw is the density function for some probability distribution over the space of world
statedV, thenw(w) is the probability density that the real world has statevherew € W).

The quality of an estimate quantifies, in some way, the accuracy of the knowledge conveyed, where high
quality corresponds to high accuracy. For example, the quality of an estimate of a single target's position
might be stated in terms of the variance of the position’s probability density (see Figure 3). In general,
assume that the quality of an estimate is quantified as a real number and let it be derdted by

Assumption 2 (Model of world evolution is given)
It is assumed that an estimateof the real world’s state at some timgcan beprojectedto give an estimate
€1,cw at another time > ¢, according to anodel of world evolution.

For simplicity of notation, the subscripty’ is omitted from such expressions ag;w since evolution is
always relative to the time for which the estimate holds (which can be assumed to be represented as part of
the estimate itself).

For example, suppose that a target is modeled as having a constant velocity and a constant velocity probability
distribution, and that a world state represents the target’s position and velocity¢p, v). Then an estimate
can be projected as follows.

e Letvel(w) denote the density function of the probability distribution for velocity, regardless of position:
vel(w) = [ w(p,v) dp. This distribution does not changesl(e,w) = vel(w).

1This assumption is not strictly necessary for the abstract formulation developed in this section, but it is useful for pedagogic purposes.



Figure 4: Projection of a uniform probability distribution over positions and velocities

e The mean of the position changes according to the usual linear mgdelp, -+ v;,(t — t0), where
p= [[pw(p,v)dpdvandt = [[v.w(p,v) dp dv.

However, the uncertainty in the initial position estimate is augmented by the uncertainty in the velocity
estimate, magnified over time. More precisely, since the velocity is known to be constant:

ew (p,v) = w(p —v(t —tp),v) .

For example, Figure 4 (left) shows (the density for) a uniform probability distribution over positions
and velocities in some range. Projecting this probability distribution causes each constant-velocity
plane to be translated by an amount that is proportional to the velocity (in particular, the plaaelat

is unmoved). The resulting probability density is shown in Figure 4 (right). The total range of positions
with non-zero probability density, and thus the uncertainty in the position, has increased.

In general, models of evolution are more complex; for example, generally no component is known exactly,
several of the components may be mutually dependent, and evolution may be non-deterministic.

3.1 Trajectories

A discrete world trajectorfor just atrajectoryfor brevity) on ann-vector of timeg (wheret; < ty < --- <
t,,) is ann-vector of world states/ and has the meaning that the world has statat timet,.

For example, a simple trajectory, for a world in which only a single target is present, may be comprised of
position and velocity coordinates at various times. In general, each element of a trajectory is a complete
world state and may represent information about multiple targets.

Thea priori probability distribution of a trajectory occurring, according to some initial world estimated
some model of evolution, can be computed as follows:

e The initial world estimatev is projected to the timé, of the first world statew; = €, w. Then the
probability density of the first world state, occurring isp; = wy (w1).

e The first world state is then projected to the time of the second world state to determine a conditional
estimatev, that gives the probability density of a world state occurring, givendhatccurs. A world
statew can be projected by first lifting it to a single-point estimatgwhich has a Dirac probability
density function that is everywhere zero except at some specified point, where the density is infinite)
and projecting as usuall; = €;,@w;. Thus, the probability density afs is p2 = ws(ws).

e The probability density of the third world state is determined by projecting the single-point estimate of
the second world stateis = ws(ws) wherews = e;,w»2. And so on.

e The overall probability density of the trajectory is the product of the individual probability densities.



Figure 5: Possible trajectories through an environment of obstacles

Formally, a model of evolution induces a probability distribution with density functién.. over the space
of trajectoriesV = []; ¢ 4om(z W 0N a vector of times, from an initial estimate> over W, where

Qe (W) = H wi(w;) 2
i€dom(t)
where
o ifi=1,
wi= { € Wiy if i > 1. ®

For simplicity of notation, the subscripts 6h,. are omitted — it should be clear from context which estimate
and which model of evolution pertain.

Figure 5 illustrates a simple example, in which a single target is moving through a grid of obstacles (for
example, a ground vehicle moving along streets). The target starts at point A; at point B, the target has equal
probabilities of continuing in a straight line to C, or making a right-angle turn to E; at point C, the target has
a probability of 80% of continuing to point D, and 20% of turning to point F.

Assuming that only the target’s position is of interest, the possible trajectories and associated probabilities
arep(ABE) = 0.5, p(ABCF) = 0.5 x 0.2 = 0.1, andp(ABCD) = 0.5 x 0.8 = 0.4. Note that trajectories
such as ABEC and ABCDF are infeasible.

3.2 Measurements and Sensor Models

Because sensors are based on physical processes that are subject to noise, there is typically some uncertainty
associated wittobservationgor readings which are the results of taking measurements. For example, if a
target has a weight of 5.000 units, a sensor may report the weight as a random variable with log-normal prob-
ability distribution having mean 5.01 and variance 0.1.étv) denote the results of taking a measurement

m when the real world has staie

Assumption 3 (Sensor models given)
A sensor modep,,,,, is thea priori probability density function:p,,.,,(r) is the probability density that
readingr € R will be obtained for measurement when the real world has state

It is assumed that there is a quality metric on proposed measuremgtts) that reflects the expected

quality of information obtained. For example, in an informal sense, a radar is expected to produce higher
quality measurements for close targets compared with distant targets. A state may represent multiple targets
and a measurement may acquire information regarding any subset of the targets, so it is assumed that the
guality metric can be represented as a map over targets:

dw(m) = {g € dom(w) — dug(m)} . (4)



For the radar example, the basis of the measurement quality rf@tacsingle targetis Equation 1 which
predicts how strong a signal should be obtained from a target. However, the quality metric should probably
not bedirectly proportional to the signal strength: an example is given in Equation 13.

When multiple targets are present, interference may occur; i.e., the readings acquired by a sensor may not
be a simple union of the readings that would be received for each target if it alone were present. A simple
example of interference is one target blocking another target from the view of a line-of-sight sensor.

For non-interfering targets¢.,4(m) can be defined for an individual target without regard to other targets;
i.8., Pug(m) = ¢y (m) Whereg,,,)(m) denotes the quality of a measurement for a single target in the
absence of other targets.

For the radar example, interference can be accounted for by the following formula:

(bwg(m) = max 07 (/bw(g) (m) - Z ¢w(g’)(m) . (5)

g’ €dom(w)\{g}

¢ In the case where one signal is much stronger than the others: for the target that produces the strongest
signal, the leftp,,,) term will dominate and the resulting quality will be almost the same as if only
this target were present; for the other targets, the sum term will dominate and the overall quality metric
will be zero.

¢ Inthe case where there are several strong signals, the sum term will always be larger than or comparable
to the lefto,, (4 term and the quality metric for every target will be low.

3.3 Data Fusion

The data fusion processor computes estimates of the real world from readings. Informatiyliraor real-
time data fusion processdp may be characterized by the equatioh= D, wherew’ is a new estimate
computed from an existing estimateand a vector of readingsacquired by measuremenisat timest.

Given aproposedvector ofn measurements, l&€ denote the space of possible vectors of readinfé&
[1,—. , RiwhereR; is the space of possible readings for tHeproposed measurement.

Let P, denote the density function of the probability distribution for the vectors of readings. This proba-
bility density is determined by the initial world estimate the model of evolution and the sensor models

Pi-

e The initial estimate and the model of evolution determine a probability density furfetiver possible
trajectories ort.

e For each trajectory, the probability density for the possible vectors of sensor readings is determined
from the sensor models and the individual world states that comprise the trajectory.

e The overall probability density for a vector of readings is a weighted sum of the single-trajectory
probability densities.

Given P, theexpectedjuality of the new estimate is

[C(@)] = /R P (7).C(Do) dF ®)



3.4 Coordination Mechanism

The following assumption is made:

Assumption 4 (Uncoupled sensor network and targets)rhe actions of the sensor network do not affect
the evolution of the world state.

There are two particular implications of this assumption that should be noted:

e The coordination mechanism cannot direct the targets of observation to improve measurement. This
implication fits better with sensor networks observing adversaries, rather than, say, a manufacturing
plant.

e The targets of observation do not change behavior as a result of being measured. It is in general
possible that a target may detect that it is being illuminated by a radar, for example, and change course
or attempt to jam the radar. In this report, such possibilities are ignored.

Under this assumption, the responsibility of a real-time coordination mechanism may be phrased as follows:
determine a vector of measurements, to be taken over some reasonable (short) time span, that optimizes the
trade-off between the expected quality of the next estimate and the cost of taking the measurements.

There are two general techniques that might be used to determine an optimal vector of measurements:

e Analysis — Given a model of evolution, sensor models, and a precise definition of the data fusion pro-
cess, it may be possible to devise a simple algorithm that will directly determine optimal measurements
for maximizing the quality of estimates and minimizing the cost of operation.

e Search — A finite approximation of the space of all feasible vectors of measurements can be exhaus-
tively searched. For each vector of measurements, the initial world estimate, the model of evolution
and the sensor models can be used to determine a probability distribution for vectors of readings; each
vector of readings can be given to the data fusion processor and the quality of the resulting estimate
computed; then the expected quality can be computed from the probability density function of readings
for this vector of measurements. The coordination mechanism can use these predictions of quality to
determine which vector of measurements optimizes the quality-cost trade-off. See Figure 6.

However, analysis is likely to be intractable for non-trivial sensor networks, and while search is theoretically
possible for any arbitrary network, its computational costs are almost certainly prohibitive:

1. The space of feasible vectors of measurements is typically large.
2. The space of possible readings for each vector of measurements is typically large.

3. Computing the probability density of vectors of readings for a given vector of measurements is typically
computationally expensive when done precisely, as it involves numerous convolutions.

4. Computing a new world estimate for each possible vector of readings is computationally expensive.

The combination of large search spaces and computationally expensive processes at each node of the search
space typically make the search approach, in the form stated above, infeasible for real-time systems. An
alternative is considered below.

4 Proximate Metric

As explained above, coordination based directly on maximizing the expected quality of world estimates is
typically infeasible. However, the computational requirements of the search approach can be significantly
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Figure 8: Distance and angle between target and emitter form the basis of a proximate metric

reduced by using aroximate metridhat directly gauges the quality of measurements without computing
new world estimates — see Figure 7. It thus eliminates the costs associated with items 2, 3 and 4 above,
although it does introduce other, lower costs.

Conceptually, optimizing with respect to the proximate metric ensures that the sensors acquire data that is
likely to lead to high quality world estimates. For example, Figure 8 shows three radars scanning a target
that has a high-quality position estimate. An (overly-simplified) proximate metric, based on Equation 1
might award high scores to measurements made by ségdmecause, using the indicated emitter-detector,

it has a good combination of distance and angle. In contrast, measurementS;freould achieve low

scores because the distance is too large, and measurements;fremnld achieve moderate scores because,
although the distance is reasonable, the angle is high.

A more realistic proximate metric needs to account for how multiple measurements complement each other
(e.g., tracking in the radar example requires simultaneous measurements from multiple sensors) and how well
complete trajectories (not just single positions/world states) are scanned.

Of course, in many cases, given the difficulty of analyzing data fusion processes and the need for low com-
putational costs, the proximate metric will be heuristic. Even so, it is likely that the coordination mechanism
will need to greatly reduce the size of the search space to achieve real-time performance. But since the func-
tion of the proximate metric is to guide sensor coordination rather than, say, directly guide counter-measures,
a lack of rigorous fidelity is likely to be acceptable.

In the remainder of this section, the proximate metric is considered in abstract terms — no regard is given to
computational costs.

4.1 Proximate Metric with respect to Probability Distributions over Trajectories

A proximate metricl measures the quality of a proposed vector of measuremerits be taken at timeg

given an initial world estimate and a model of evolution. Conceptually¥ is based on considering how

well the proposed measurements suit possible trajectories, and forming some cumulative assessment for the
probability density functiom of possible trajectories oninduced bye from w. For example:

e U may be based on a weighted sum over the probability density:

W (i71) = / Q@) (1) di )

w
whereyz(n1) gauges the quality of a vector of measurements with respect to a single traj@ctory

e U may be based on how well the proposed measurements suit the most likely trajgttory

Vo (m) = g- (). Q(T") . 8)

11



While this form of metric is presumably less reliable than the weighted-sum form, it may be useful
for simple target models because its computation may be much less expensive. This form will be used
below in the radar example. (The quality metric includes a fa€¥*), for how likely is the most

likely trajectory because a trajectory that is highly likely to occur may warrant greater expenditure by
the sensor network than a trajectory that is unlikely to occur.)

Regardless of which form is chosen, the basis of the metric is the single-trajectory mgtrig — this is
considered in the next section.

4.2 Quality of Measurements with respect to Single Trajectory

Given a trajectory of world states at times, the quality:.; (1) of a proposed vector of measurements
m (also at timeg) is a function of two terms: (i) the quality of data acquired by each measurement of its
corresponding world state, and (ii) how well the measurements complement each other.

In general, these two terms are highly application-specific — they essentially are heuristics that attempt to
characterize the type of sensing that is likely to lead to good tracking. Here, forms appropriate for the radar
example are considered.

Section 3.2 refines term (i) into a map from individual targets in the world state to single-measurement,
single-target metricg,,(m) = {g — ¢.4(m)} and gives a form fop,,,(m) that accounts for the possibility
of target interference.

The form of term (ii) is based on the requirement that two or three measurements from different sensors be
taken approximately simultaneously, which can be accommodated using a combination of two functions:

e persistence — a function that associates a measurement with the period of time over which it could
usefully be combined with other measurements;

e adhesion — a function that, for a given timecomputes the combined quality that arises from all
measurements whose persistence functions indicate that they can usefully contribute .at time

These two functions and their combination are detailed below.

4.2.1 Persistence

A measurement’s persistence function relates the measureraffetvequality at any arbitrary time to the
measurement’s peak quality (which occurs at the mid-point of the period over which the measurement was
taken). A persistence function can have arbitrary form, but typically it drops off monotonically (to zero)
with distance from the measurement’s mid-point. For example, Figure 9 shows a ‘triangular’ persistence
function?

Specifically, for a measurement whose mid-point is at ttigmand whose quality at; is ¢, the effective
quality at timet is given by

¢ = gom(t — o) 9)
where the persistence functianhas range0, 1]. Note thaty, is a map from targets to single-target quality

metrics whereas (¢ — ty) is a scalar, so computing their product involves scaling each single-target metric in
¢o uniformly, as detailed in Section 4.2.4.

2'Persistence’ is somewhat a misnomer since there is a pbgtatethe measurement is performed for which the function is non-
zero.
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4.2.2 Adhesion

The persistence function effectively smears out a measurement over a non-instantaneous time period. For a
given instant, the overall quality of measurement results from the combination of all measurements that have
been smeared onto that instant: this is quantified as an adhesion fumdtiahtakes as argument a vecﬁar

of simultaneous, single-measurement quality metrics and computes a combined metric.

For the radar example, an appropriate adhesion funéioa single targeis shown in Figure 10:

e When the sum of the metrics for single-measurements is around two or three, the adhesion function
awards a high overall quality.

e When the sum of the individual quality metrics is less than 1, the adhesion function awards a low overall
quality. One consequence of this is that, if the coordination mechanism can arrange for more sensors to
scan the target, it achieves a higayoff because the increase in overall quality is high compared with
the increase in sensing costs.

e For higher sums, the overall quality awarded is also higher (the function is monotonic) but the rate of
improvement rapidly decreases and the function asymptotically approaches 1. One consequence of this
is that the coordination mechanism is discouraged from swamping a single target with many sensors,
since the increase in quality would be low compared with the increase in sensing costs.

This adhesion function captures the informally-stated preference for two or three simultaneous measurements.
However, it should be noted that the requirement is really for multiple measurementdlifferentsensors.

The persistence functions for measurements from the same sensor may be combined, e.g., by taking their
maximum at each instant, as illustrated in Figure 11.

The adhesion function can be applied for every instant (over some appropriate time period), giving an overall
time-quality curve, as illustrated in Figure 12.

Formultipletargets, the adhesion function as described above applies to each single-target metric separately:
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for each target and for each instant, the effective metrics (as determined by the persistence function) of all of
the measurements are summed and a combined quality computed.

Let G = U;egom(w) dom(w;) be the set of all targets that are represented in any world state in the trajectory.
Then for eacly € G:

Puag(m, 1) = a([i € dom(m) — du,g(mi).w(t —1:)]) (10)

whereg,,,(m) denotes the (peak) quality of a measuremerior the given target in the given world state (see
Equations 4 & 5), andom () = dom(w) = dom(#) by definition. An expression of the forfhe D — ;]
denotes a vector having one element for each D, whose value isf;; the order of the elements is not
important because: is not dependent on the order (by assumption).

It is assumed that target information represented in separate measurements can be correlated; i.e., that if one
measurement has information regarding some target that it ldkaisl another measurement has information
regarding a target that is also labelédthen both measurements actually concern the same real-world target.

In this section of the report, all targets arise from the evolution of a common (global) state so target correlation
is moot. However, when state information is distributed/localized, correlation may need to be taken into
account.

The following assumption, regarding multiple measurements that overlap in time, has so far been made
tacitly:

Assumption 5 (Non-interfering sensors) The results of a measurement made by one sensor are not affected
by any measurements being made simultaneously by other sensors.

That is, although theisefulnes®f a measurement may be affected by what other measurements are being
taken simultaneously, thraw signalsemitted/received by the sensors do not interfere.

In practice, if two sensors are known to interfere, a mutual-exclusion constraint can be imposed — constraints
are discussed below.

3In other words, it denotes a finite map rather than a vector.
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4.2.3 Overall Quality

To allow different proposed vectors of measurements to be compared, a single value can be derived repre-
senting the overall quality that is expected to accrue from the vector of measurements. One possible form
for the overall quality metric is the sum over targets of the time-average of the instantaneous, single-target
metrics:

(i) =Y /T by (171,1) dt (11)

geG

whereT is some reasonable time period encompasaing

4.2.4 Scaling and Adding Mappings
In the preceding sections, it was assumed that multiple-target metrics, which are structured values, can be
scaled and added. This section defines these operations.

A single-state metric is a map from targets to single-target metrics. Targets can be represented by uninter-
preted symbols (identifiers) and a single-target metric can be taken to be a real number. Thus, the type of a
single-state metric isarget — real.

To scale a single-state metric, each single-target metric is scaled uniformly:
s{geG— vt ={g€ G — sv}

wheres is a scalar value.

To add two single-state metrics, terms for targets that occur in both metrics are added, and terms that occur
in only one of the metrics are carried into the sum unchanged.

{9€Gi1—vigt+{g€Gr— vy} ={g9€G1UGy — vig}
wherewv,y, is defined by cases:

vigt+ vy fgeGingeGy
Vi2g =4 Vig ifge GiNg & Gy
Vag ifggGiNgeG,y.

4.3 Measurement Feasibility

In the preceding sections, the quality of a proposed vector of measurements was considered under the as-
sumption that the network could actually take all of the measurements. However, individual sensors and
collections of sensors must observe sarpastraintsthat restrict the space ééasiblevectors of measure-

ments. In the radar example, two constraints are: (i) an emitter must be activated at least two seconds before
a measurement can be taken; (ii) on a given radar, no more than one detector can be sampled at any time.

The emitter stability constraint relates a measurement tctianthat is not a measurement, namely turning

on an emitter. In general, constraints can involve any type of action the sensor network can execute. Conse-
guently, the coordination mechanism must generatthadulevhich assigns actions (not just measurements)

to the network’s resources for execution over specified time periods. Figure 13 shows an example schedule.

Constraints can be modeled in two ways:
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Period Resource Action
0.00-0.01 radar1 activate emitters 0 & 1
2.00-2.60 radar1l sample detector O
2.00-2.01 radar?2 activate emitter 2
2.60-3.20 radarl sample detector 1
3.20-3.21 radarl deactivate emitters 0 & 1
4.00-4.60 radar?2 sample detector 2

Figure 13: Example of a schedule

Hard constraints a constraint is hard if its violation to any degree renders the violating measurements
useless. For example, if a measurement is scheduled for an emitter that has been activated for 1.9
seconds, then no quality accrues from the measurement.

Soft constraintsa constraint is soft if its violation results inpenaltybeing assessed against the quality of
the vector of measurements — typically, the magnitude of the penalty increases monotonically with
the magnitude of the violation. For example, if the emitter activation constraint is modeled as a soft
constraint, then a delay of 1.99 seconds before a measurement is taken would incur a small penalty
compared with that incurred for a delay of only 1.9 seconds.

Soft constraints are particularly useful when transformational search techniques (such as hill climbing or
simulated annealing) are used, in which an existing schedule is manipulated by local transform operations
(such as swapping the order of two successive measurements, or transferring a measurement from one sensor
to another). For such techniques, soft constraints smooth the search space and allow transformations to take
place over schedules that would be forbidden under a hard constraint formulation, which in turn improves
convergence properties (by reducing the number of small-scale, non-global optima).

Moreover, soft constraints tend to better capture physical systems, since there is typically some variance
in physical processes: for example, it may not take an enetactly2.0 seconds to stabilize every time.
Consequently, all constraints in this report will be assumed to be soft.

Given a schedule of actiond and a set of soft constrain{®;}, the total constraint violation penalty is
the sum of the penalties for the individual constrainf®¥A) = 5. p;(A). (Note that each constraint can
incorporate an appropriate weighting factor.)

4.4 Overall Quality (including Operational Cost)

Given a schedule of actions, it is typically straightforward to assess the cost of executing the schedule. For
the radar example, the main cost is the energy consumed by emitters: when an emitter is active, it consumes
energy at a constant rate, regardless of whether or not its detector is being sampled. This energy cost can be
computed from the times at which the emitters are activated and deactivated.

The details of how to assess costs do tend to be application specific, so they will not be considered further
until Section 6 which gives details for the radar example. However, it is assumed that, for a schedule
the costa”(A) can be assessed on a scale that is commensurate with the measuremenifuality and

the penalty metrid®(A) so that an overall quality metri@(A) can be determined. For this report, a simple
linear combination is assumed:

Que(A) = Muc(A) — P(A) = C(A) . (12)
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Figure 14: Fusion nodes in different parts of the network receive different measurements

An action schedule contains measurement and non-measurement actions. To determine its measurement qual-
ity, the non-measurement actions are expunged to give a vector of measureinemisl(, (1) computed
(see Section 4.1).

5 Coordination Mechanism

Equation 12 defines a metric functigh,. for assessing, with respect to an existing world estimate and model
of evolution, the quality of a proposed schedule of actions to be executed by a sensor network.

The responsibility of the network’s coordination mechanism may be loosely defined as determining a sched-
ule that optimizes),,.. Given that a sensor network is subject to changing circumstances (such as hardware
failing and targets not following predictions),r@al-time coordination mechanism must continually update

the network’s schedule to maintain optimality as it learns new information about the real world.

In other words, adaptation of the sensor network to changes in the real world occurs through continual
rescheduling. It would seem desirable that adaptation occur quickly, but this may not be possible in a
distributed environment due to communication latency. How coordination can operate in a distributed en-
vironment is considered in detail in the following sections.

5.1 Local World Estimates

The coordination mechanism is based upon knowledge of the real world, as represented by a world estimate.
In order to achieve a scalable, distributed coordination mechanism, it is necessary to distribute the world
estimate as a collection of local world estimates and to maintain each local world estimate using only local
measurements.

In this report, each sensd; is uniquely, tightly coupled with dusion nodethat maintains a local world
estimatev’ that represents information about nearby targets. Each fusion node maintains its estimate based
on readings acquired by its own sensor and on readings received from nearby sensors — each fusion node
periodically broadcasts its sensor's measurements.

Since any two fusion nodes may be within communication range of different sets of sensors, the readings that
they receive may differ, and consequently the local estimates they compute may differ. For example, Figure 14
illustrates two target estimates; computed by sensds,s fusion node and based on measurements from

S1, 52 andSs, and estimate, computed by sensdfg's fusion node and based on measurements fspns";
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andSs. However, the differences between estimates computerkasbyfusion nodes are likely to be small,
and not important as regards coordinating the sensors.

Just as the coordination mechanism continually updates sensor schedules, so too each fusion node continually
updates its local estimate as it receives measurements from its own sensor and from nearby sensors. It is
assumed that the implementation of this process is straightforward and it is not considered further in this
report.

5.2 Local Schedules

Each sensor is uniquely, tightly coupled witlt@ordination nodehat maintains docal schedule of actions

for the sensor to execute. That is, once a local schedule has been determined, it can be executed without
further coordination with other sensors — all inter-sensor collaboration on measurements occurs through
each sensor independently executing its own actions at the correct times (which it can accomplish using its
local, synchronized clock).

This independent execution is vital to circumventing communication latency: individual sensor actions occur
too frequently for them to be initiated by some mechanism that is not resident on the sensor itself. Of course,
inter-sensor communication is still required to determine the local schedules, as discussed in the next section.

Figure 15 illustrates the interactions of various components associated with each sensor.

5.3 Local Schedule Quality Metrics

Since each local schedul#’ contains actions for only sens6t, the global schedule can, conceptually, be
formed as the union of the local schedules:= |J, 47. Consequently, the global schedule quality metric
(see Equation 12) can be easily redefined in terms of local schedules.

However, the runtimeomputationof the metric in a distributed environment would require extensive com-
munication and is not practical for a real-time application. Instead, coordination nodes compute local metrics
that collectively substitute for the global metric.

Local metrics are based on the following assumption:
Assumption 6 (Encompassing communication)The collaboration graph is a sub-graph of the communi-
cation graph.
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In other words, if two sensors are capable of usefully collaborating on scanning a target, then they are capa-
ble of communicating. For flat geographies and for homogeneous sensors, this assumption is satisfied if the
communication range is twice the useful sensing range.

Given this assumption, if every coordination node broadcasts its sensor’'s schedule then each coordination
node will know the schedules of all sensors with which direct collaboration may be useful. A local quality
metric can be based on this knowledge, as follows.

Let H7 be the set of (other) sensors with which sensoan communicate. Let’*(wherek € H) bej's
copy ofk’s schedule. Then the fragment of the global schedule that is knoyistd’ = A7 U |, A7* and

j’s local quality metric isQ’ ; = Q.i.(A%). Note that the metric is with respect to the local world estimate
Wi,

The global quality metric can, presumably, be expressed as a function of the local quality metrics (with
appropriate account taken of the fact that each measurement may be incorporated into multiple local metrics).
In general, the relationship between the global and local metrics is not simple. For example, consider a
process in which each coordination node simultaneously changes its local schedule so as to optimize its local
metric, and assume that a stable set of local schedules is found; i.e., forjevErpptimizesQ’ given A7*

(k € H7). Even though every local schedule is, in a sense, locally optimal, there is no guarantee that the
combined schedule optimizes the global metric.

Nevertheless, this is essentially the process that is followed by the distributed coordination mechanism de-
scribed below. The fact that global optimality is not guaranteed is viewed as a sacrifice that is required to
achieve scalability and real-time responsiveness. Whether or not this sacrifice is worthwhile can only be
determined in the context of a particular application.

5.4 Distributed Coordination Mechanism

Given the comments of the preceding sections, the objective of a distributed coordination mechanism is to
determine a set of local scheduld$ such that each local quality metrf@’ is optimized byA’ given j's
copiesA7* (k € HY) of the local schedules of the sensors with whjahight collaborate.

To maintain scalability and real-time responsiveness, the local schedules must be determined in parallel.
However, doing so raises the dangeiirafoherencen which one node’s copies of its neighbors’ schedules
are being rendered obsolete even while that node is trying to optimize its own schedule with respect to them.

For example, Figure 16 illustrates poor coordination between two sensors scanning two targets: this coordi-
nation is poor because, although each sensor scans each target, the scans of each target are not simultaneous.
It is possible that the distributed coordination mechanism would cause just sensochange its schedule

so that it better matchesy's schedule, resulting in the good coordination illustrated in Figure 17.

However, it is also possible that the coordination mechanism would causesbathd S> to change their
schedules simultaneously, each trying to match the other, resulting in the poor coordination illustrated in
Figure 18. It is even possible that the coordination mechanism would subsequently cause the schedules to
simultaneously revert back to those illustrated in Figure 16, and so on in a continual cycle of change without
improvement known athrashing

One way to reduce incoherence to acceptable levels is to introduce a stochastic component to schedule updat-
ing: each coordination node periodically decides whether or not it should update its schedule by generating
a random number that is compared against some faatigdation level if the random number falls below

4To be strictly accurate, the useful sensing range should be extended with the largest distance a target could move over the time span
of a schedule, since a target may move from this extended region into the collaborative sensing region.

19



time = 10 seconds time = 12 seconds

-------- B> S -
S‘o/ /.Sz g \o :
........ » - ...E__...._.....)

Figure 16: Poor coordination

time = 10 seconds time = 12 seconds
T, T,

------- e SRR LT

sl./ \.sz s, S,

________ » - ___E.......-....)

Figure 17: Good coordination

time = 10 seconds time = 12 seconds
Tl T]
-------- .- e
SK \032 S‘o/ o
-------- »-------- e )
T, T,

Figure 18: Different, but still poor, coordination
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Each coordination nodgperiodically executes the following:
1. Generate a random number

2. If r; < p (wherep is a constant):

(@) Compute a local schedul#’ that is optimal with respect to the loca
target estimates’ and the most recent scheduldé® received from
nearby coordination noddsc H”.

(b) Broadcast the new schedulé.

Figure 19: Schedule update algorithm executed by coordination nodes

the activation level, the coordination node adjusts its local schedule to optimize it with respect to the last
schedules it has received from other nodes.

By varying the activation level, the system designer can adjust the balance between the risk of incoherence
and the speed of adaptation. This technique was studied experimentally in [2, 3] in the context of distributed
graph coloring (which is also a distributed constraint optimization problem). Those experiments showed the
technique to be:

e scalable: the costs for a given node are proportional to the number of sensors with which it collaborates,
rather than the total number of sensors in the network;

e adaptive: as circumstances change, the coordination mechanism adapts collaboration accordingly;

e robust: the coordination mechanism was tolerant of infrequent but large-scale faults, and continuous
but small-scale faults;

e low cost (in terms of communication): the per-node rate of broadcasts was low.

The distributed coordination mechanism'’s algorithm is summarized in Figure 19. (Recall that this algorithm
is executed simultaneously with the execution of local actions and the updating of the local world estimate.)

6 Radar Example: Further Details

This section presents some details of the implementation of the coordination mechanism for the radar ex-
ample, to illustrate how the concepts and principles presented in the preceding sections can be concretely
applied.

6.1 Target Models

The targets are assumed to be deterministic and to move with constant velocities and, for coordination, it is
assumed that the number of targetss fixed over a single coordination step (this assumption is not made for
data fusion). Each world state represents each target’s position and veloeityig € {1,...,n} — (pg,vq)}.

For the proximate metric, the form (Equation 8) based on the most likely world trajectong used:

For a fixed number of multiple, independent targets, the most likely world trajectory, on a vector of times
is the combination of the most likely trajectories for each target. Since the targets are deterministic and have
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constant velocity, each target’s most likely trajectory is given by
w; ={g€{l,...,n} — Py + Ug.(t; — t0),Tg)}

wherep,, v, are the means of targets position and velocity components of the probability distribution at
the start of the coordination step, at time

6.2 Schedules

A scheduled’ for a single sensgrhas two components: a measurement schedifjland a non-measurement
action schedulel/. A schedule is a map frotime slotsto measurements or actions.

e Each time slot begins at an integral multiple of 0.6 seconds (relative to some arbitrary time origin) and
lasts for 0.6 seconds.

e The real-world time corresponding to the mid-point of time ¢la¢ denoted ag'(k).

e Atime slot may contain no information, indicating that nothing happens during the corresponding time
period (no measurement quality accrues and no cost is incurred).

¢ In the measurement schedule, each time slot may contain information for at most one measurement.

e An amplitude-only measurement requires a single time slot; an amplitude-and-frequency measurement
requires three successive time slots.

¢ In the action schedule, each time slot may contain information for multiple actions.

¢ A single non-measurement action requires a negligible amount of time to execute — all of the non-
measurement actions associated with a time slot are thought of as occurring at the start of the time
slot.

6.3 Local Metrics

The task of a single coordination node is to assign measurements and actions to its schedule’s time slots
over some reasonable time period, say for the next 12.6 seconds (which corresponds to 21 time slots). The
assignments should optimize the overall local quality metric, given the current local world estimate and
current copies of other sensors’ schedules.

Figure 20 summarizes the main steps in computing (an approximation to) a local measurement quality metric
using the most-likely trajectory. To compute the measurement quality, the ‘triangular’ persistence function
shown in Figure 9 and the adhesion function shown in Figure 10 are used. The non-zero region of the
persistence function is taken to be 2 seconds, so the equation of the funetightis= max[0,1 — |At|].

The integral of the quality over time in Equation 11 is approximated by a discrete sum over the time slots.
The vector of times on which the most-likely trajectory is founded is giventpy= T,, (k).

The total local penalty metric can be computed by summing the penalties for each individual constraint.
Efficient methods for computing the penalty for a constraint depend on the form of the constraint. For
example:

e A cumulative constraint is easily checked simply by iterating through the time slots while maintaining
a running total.

e A constraint that applies between successive measurements by the same sensor is easily checked given
the time slot representation (since successive measurements occur in successive time slots).
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1. Compute target information.
For each targej compute the mean positigry and velocityy, according to the initial
estimatev (for time ty).

2. Compute single-measurement metrics.

For each time slok in A4,,,:
(a) Determine the expected position of each targgtk) = py + vy.(Tin (k) — to).
(b) For each targef and each measurementwhose mid-point occurs in this time
slot in the local schedule or in any of the schedules of other sensors, determine
the single-target quality metric that would be awarded for that sensor if the target
were present alone.
e For an amplitude-only measurement:

max[0, m(R, 0) — my)] ) (13)

Mmax — Mp

Gmg(k) = log, (1 +

whereR, § are the distance between the sensor and the target and the angle
between the emitter’'s mid-beam and the targetR, #) computes the ex
pected signal strength reflected from the target (Equatiom)s a typical
background noise level for the sensor that is to take the measurement, and
Mmmax 1S the largest possible reading for that sensor.

e For an amplitude-and-frequency measurement, the same formula applies,
but the metric is increased by (say) 50% to take account of the additional
data acquired.

(c) Determine the multiple-target metric for the time slot using Equation 5.

3. Compute multiple-measurement metrics.
For each time slok:

(a) Determine all measurements whose persistence function have a non-zero value
at the time slot’'s mid-point (i.e., all measurements that occur within 1 secand of
the mid-point).

(b) For each of these measurements, compute the effective quality metric at the time
slot's mid-point by scaling the measurement’s peak metric according to the per-
sistence function (Equation 9).

(c) Then combine all of the effective metrics according to the adhesion functipn, to
give a single quality metric for each target (Equation 10).

4. Compute an overall quality metric.
Sum the single-time-slot, multiple-target metrics (scaled by 0.6 seconds) over dll time
slots and targets to give one value that represents the overall quality of the sghedule
(see Equation 11).

Figure 20: Algorithm for computing a local metric on measurement quality
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e A constraint between non-successive actions (such as the emitter stabilization constraint that requires
a two second delay between an emitter being activated and a measurement being taken) may be more
costly to assess. In general, each action can be interpreted as a transition function on an abstract model
of the sensor. For example, if emitter 1 is off when the action ‘activate emitter 1’ is processed, the
action causes the state of emitter 1 to switch to ‘on’ and causes a record of when 1 was last activated
to be updated.

By processing the actions in order, the effect of the schedule on the sensor can be simulated. Then the
emitter stabilization constraint can be checked by determining the difference between each measure-
ment’s starting time and the most recent time the appropriate emitter was activated.

e Constraints between measurements on different sensors can be checked because the other sensors’
schedules are known.

The cost of executing a schedule can be determined using a simulation of the schedule’s effect on the sensor
(as discussed above). For example, every time the simulation determines that an emitter is deactivated, an
energy cost can be assessed based on when the emitter was last activated.

Note: in order to produce an accurate simulation, the state of the sensor at the start of the coordination step
must be known. This can be determined either by querying the hardware for its true state, or querying some
model maintained by the execution node.

6.4 Search

The size of the search space for even a local schedule is large. Neglecting everything except amplitude-only
measurements, there are four possible choices for each time slot: a measurement one of the three detectors or
no measurement. If the schedule extends over 21 time slots, the number of combinatfons i x 102,

This is probably too large for a generative search technique even if pruning is used.

Consequently, a transformational search algorithm is used. An initial schedule is computed by independently
choosing for each time slot an amplitude-only measurement that maximizes the single-measurement qual-
ity — collaboration, feasibility and operational costs are ignored. This schedule is then iteratively improved
using hill-climbing on the full quality metric via transformations that include:

e Removing a measurement from a time slot, so that no measurement is performed.

Changing the detector that is sampled in a time slot.

Changing three successive amplitude-only measurements into an amplitude-and-frequency measure-
ment.

Inserting and removing emitter activation and deactivation actions.

(Of course, finite differencing techniques should be applied to the computation of the quality metric described
in the preceding section, so that the quality can be cheaply recomputed after transformation.)

Given that the coordination mechanism is subject to real-time constraints, it may happen that it cannot com-
plete its search in time. Fortunately, a feasible schedule can be quickly extracted for execution:

e Because measurements are assigned to discrete time slots, the constraint that only one detector can be
sampled at any given time is automatically satisfied.

e The emitter stabilization constraint can be enforced by finding each emitter activation and removing all
measurements involving the just-activated emitter that occur in the next three or four time slots.
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The resulting schedule, of course, is probably not optimal (even in a local sense). However, as the execution
node begins processing the schedule, the coordination node can continue to improve it. In particular, there is
still time to change actions that are not scheduled to begin for another few seconds: consequently, the search
should first focus on the initial section of the schedule and improve later sections only when the initial section
has attained sufficiently high quality.

If the transformational search algorithm ranks candidate transformations according to potential quality im-
provement, then a simple way to assign more attention to the initial section of the schedule is to magnify its
contribution to the quality metric. This has the advantage oéntitelyneglecting later parts of the schedule.

Of course, it may happen that even with its ongoing, anytime search approach, the coordination node is
simply incapable of producing schedules of sufficiently high quality in the time and with the computational
power available. To determine if this is so, a detailed analysis of the probability distribution of schedules
and consequent computational costs associated with the search and metric algorithms may be performed.
Alternatively, the approach can be validated experimentally.

7 Conclusion

This report details a scalable, distributed, real-time coordination mechanism for local sensors interacting
over a local, high-latency communication fabric. The general problem is defined as achieving high-quality
estimates of the real world while minimizing operational costs.

Because the general problem is typically too computationally expensive for real-time systems, a simpler
problem is introduced — achieving high-quality sensing while minimizing operational costs. It is hoped that
solving the simpler problem will lead to world estimates of acceptable quality.

An approximate form of the problem of achieving high-quality sensing is defined for distributed systems in
which communication latency requires all interaction to be local. A practical implementation is considered
for a network of simple radar sensors.

An experimental assessment of the coordination mechanism for the radar network should be available in a
subsequent report.

It may be speculated that the heuristic components of the definition of sensing quality could be made rig-
orous in information-theoretic terms by considering entropic metrics on world estimates and the amount of
information conveyed by measurements, under the assumption that high-quality estimates are those that have
high information content. This would be an interesting topic for further research.
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