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Abstract. As computing and computer networks become more and mone inte
twined with our daily lives, the need to develop flexible amdtbe-fly methods
for authenticating people and their devices to each othebbaome increasingly
pressing. Traditional methods for providing authentmathave relied on very
weak assumptions about communication channels, and verygsassumptions
about secrecy and the availability of trusted authorifidee resulting protocols
rely on infrastructures such as shared secrets and pulylibikearchies that are
too rigid to support the type of flexible ad-hoc communicatige are growing
accustomed to and beginning to rely upon.

Recently, different families of protocols allow us to weak&ssumptions about
trusted infrastructure by strengthening the assumptibasta&communication chan-
nels. Examples include proximity verification protocolsttrely, for example, on
the round trip time of a challenge and response; and boptstrg protocols that
rely upon human-verifiable channels, that is, low-bandwiimmunication be-
tween humans. The problem now becortésw do we ensure that the protocols
are achieve their security goalg?vast amount of literature exists on the formal
analysis of cryptographic protocols, and mathematicahdations of protocol
correctness, but almost all of it relies upon the standasdraptions about the
channels in end-to-end, and so its usefulness for nongthradtennels in per-
vasive networks is limited. In this paper, we present sonit@aimesults of an
effort towards a formalizing the reasoning about the sécufi protocols over
nonstandard channels.

1 Introduction

Pervasive computing has become a reality. We have long bseoh to the idea that
computers are everywhere, and that we interact with meltiiglvices that can interact
with each other and with the Internet. But there is anoth@airtant aspect of pervasive
computing. Not only has the concept of a computer and a coenpetwork changed,
but the notion of a communication channel is changing as. Wélleless channels, of
course, have been a common part of computer networks for BoraeQuantum chan-
nels are appearing on the horizon. But what is really intergss the way the nature
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of the information sent along these channels is changirigtrivation is no longer re-
stricted to input typed in by users, but includes environtakinformation gathered by
the network itself, including location, biometric infortian, and weather and motion
data picked up by sensors.

These new concepts of channels have also resulted in nevodseftr authentica-
tion. The old mantra of “who you are, what you know, and whai yiave,” has been
extended to include concepts such as “where you are” (vatiific of location and/or
proximity), "what you are” (use of techniques such as CAPPGHbD verify that the en-
tity on the other end is a human being [2]) and “what you seeg @f human-verifiable
channels to boot strap secure communication, as in [20, 29])

An important thing to note is that these new methods of auitetion do not ex-
ist on their own. They are typically integrated with moraditeonal authentication and
key exchange protocols that use more conventional chanfieis is partly because
the new channels may have particular properties that madm thss practical to use
than conventional channels except when absolutely negestanan-verifiable chan-
nels are limited in bandwidth. Channels used to implememiprity verification and
CAPTCHAS rely on strict timing properties. And even when tteev channels do not
have these limitations, it will be necessary to integragrtiwith standard channels so
they can be used to interface with traditional systems.

When integrating specialized channels with traditionaraiels for authentication,
one is usually faced with a number of choices. One needs tosehahen to use the
specialized channel, what information to send on the sfieethchannel, and what
information to send on the conventional channel. Diffedmdices can have different
effects on the security, applicability, and efficiency ofarthentication protocol.

In this paper we introduce a system for reasoning about atitdaion using multi-
ple types of channels with different types of propertiese ${astem consists consists of
two parts. The first is a graphical language for displayingtwgraphic protocols that
use different types of channels. This is based closely ousioial graphical methods
for representing secure protocols. The second is a logicefasoning about the secu-
rity of authentication protocols that use different typdsloannels. This logic is an
extension of the Protocol Derivation logic described ir?[#. Both language and logic
are intended to be used to reason about, not only individuabpols, but families of
protocols, in order to help us identify and reason abouen#d.

Outline of the paper. In Section 2 we discuss the problem of modeling pervasive se-
curity protocols. In Section 3 we describe the introductibchannel axioms into the
Protocol Derivation Logic. In Section 4 we introduce thelgemn of distance and prox-
imity bounding, provide axioms for channels, and discusg tiohey can be reasoned
about in PDL. In Section 5 we provide a similar discussionwhan-verifiable authen-
tication via social channels. In Section 6 we conclude thgepand discuss plans for
future work.



2 Modeling pervasive security protocols

A protocol is a distributed computational process, givethwai set of desired runs, or
the properties that the desired runs should satisfy. Togpseeurity of a protocol we
usually demonstrate that only the desired runs are possibtbat the undesired runs
can be detected through participants’ local observations.

Security protocols are thus naturally modeled formallyhivita process calculus,
as in [22]. In order to model security protocols in pervasiegworks, we extend the
process model from [22], used for analyzing security pro®a cyber networks. The
main complication is that in this previous work, as in mostrkvim the analysis of
security protocols, the network itself was kept implicittive process model, because
every two nodes can be assumed to be linked, without lossrarghty. The network
infrastructure provides for that. More precisely, the retainfrastructure provides the
service of routing and relaying the messages, and hidescthalaoutes and relays
(unless they change the messages, in which case they aidereisto be attackers).
From user’s point of view, it looks like the messages arevdedid directly from the
sender to the receiver, and the network infrastructuressratted away.

In a pervasive network, the assumption that there is a likiden every two nodes
is not justified: some devices have a range, some have access type of channels,
some to other type of channels, and they may not have anytdireeven indirect links
to connect them. To express this, we must make the netwotlcixp

Moreover, the toolkit of security primitives and securibkéns, available to estab-
lish secure communication, is essentially richer in pawneasetworks.

2.1 Principals and security tokens

Principals are the computational agents that control omease network nodes, where
they can send and receive messages. A principal can onlyvab&nd use in his rea-
soning) the events that happen at his own network nédes.

Security tokens are the data used by the principals to eeséizure communication.
Informally, security tokens are usually divided in threegps:

— something you know: digital keys, passwords, and othelesécr

— something you have: physical keys and locks, smart cantpegaresistant devices,
or

— something you are: biometric properties, e.g. fingerpriatswritten signatures,
assumed to be unforgeable

The difference between these three types of security tdiems the extent to which
they can be shared with others:

— what you know can be copied and sent to others,

3 We shall model his observations of the actions of others assaues of special kind, i.e.
received over theocial channels

4i.e., data distributed to some principals and not to thersthaata known to all are not very
useful as security tokens



— what you have cannot be copied in general, but can be givey, avh@reas
— who you are cannot be copied, or given away.

Standard end-to-end security is in principle realizedrelytby means of cryptographic
software, and the principals only use the various kinds ofets. This means that
principal can be identified with the list of secrets that shews If Alice and Bob share
all their secrets, then there is no way to distinguish therthiychallenges that can be
issued on a standard netwerlEor all purposes, they must be considered as the same
principal.

In pervasive networks, on the other hand, security is alpp@tied by cryptographic
hardware: besides the secrets, a principal is also suppliedsomesecurity devices
They are represented as some of the network nodes, gives fwititipals to control.

A dishonest principal (or an honest certificate authoritgf celinquish control of a
security device, and give it to another principal.

To capture the third and the strongest kind of security tekand distinguish the
principals by who they are, we need sobsiemetric devicesThey are represented as
network nodes. Principals’ biometric properties, on theeothand, are represented as
some of the network nodes as well, available to respond taltiadlenges from the
biometric devices. The only difference of a biometric pndp@ from the other network
nodes given to a principa\ to control is thatp always remains undek’s control,
and cannot be given away to another principal. We call thevordds equipped with
biometric devices and biometric properties — biometricuoeks.

2.2 Modeling networks

In modeling security, principals can be identified with thecurity tokens, since se-
curity tokens are the material that security is built froran®narizing the preceding
section, we can say that

— inend-to-end networks (or cyber-networks), the only siégtokens are the secrets,
and the principals are reducedvtthat they knoyw

— in pervasive networks, the security tokens also includeesseturity devices, and
the principals are identified not just by what they know, Bsbdoywhat they have

— in biometric networks, the security tokens furthermorellide some biometric
properties, and the corresponding biometric devices,etbtmltest them; the prin-
cipals are identified not just by what they know, or what thayeh but now we take
into accountvho they are

Communication networks. A communication networgonsists of

network graph 4, consisting of a set of nodds, a set of linksL, and a source-
target assignmen®d,p) : L —= N x N, inducing the matrix representatiog =
(Nmn)NxN With the entries\imn = (8,p) ~1(m,n) formn e N,

5 We assume that they share the secrets dynamically: if a nevisaent to one, it will imme-
diately be shared with the other. This implies that they alsgerve the events on the same set
of network nodes.



channel types ¢, and the type assignmefit L — ¢,
set of principals (or agents) 4, partially ordered by the subprincipal relatier.
control ©: 2 ——= LIN, such that (1), and often also (2) is satisfied:

A<B=— ©AC ©B (1)
A< BAAZB=— ©ANOB=10 )

Remark.In a cyber network, the end-to-end assumption, that allritgda done at the
"ends” and any route "in-between” is as good as any otheerimoplies that the network
service can be reduced to an assumption that there is a $imigleetween every two
nodes, i.eAmn = 1 for all mandn. Moreover,c = 1, i.e. all channels are of the same
type, insecure. So the only nontrivial part of the structisr&€) : 2 —— LIN. But
controlling one network node or controlling another one esko difference, because
a message can always be sent from everywhere to everywitetiee 8nly part of the
above definition visible in the process model needed for icgbeurity is the poset .

Cyber networks: principals are what they know. The fact that the principals can
be identified with the lists of secrets that they know is repreed by an inclusion
IN: 2 “—— *, which we callenvironmentHowever, since a principal may learn new
secrets when a process is run (or during a protocol exequti@n environment may
grow: at each state, she may have a different environmdrgA such that for ev-
ery transition d; — 0> holdsl'5,A C 'g,A. During a protocol execution, different
principals may thus become indistinguishable if they lezaioh other’s secrets, since
A =TB=- A= B. This means that the set of principalsmay also vary from state
to state in the execution: there is a famiy, with the surjectionszg, —= 4., for
every transitiono; — 02 , induced by identifying the principals that become indis-
tinguishable.

In the cyber network model, a principal may have a number tdrival actions
involving creating nonces, incrementing counters, etd.tBe principal has only three
types of external actions: send, receive, and match. Inaste the principal matches
received data with what he or she is expecting. In some mpoggsive and match are
identified.

Pervasive networks: principals are what they have.A pervasive networls obtained
by distinguishing, within a cyber network as defined abov&taof mobile nodes (i.e.
security devicesN, from the fixed nodeBl, so thatN = N+ N.

Besides the send, receive, and match actions, the prodeskisanow has two new
kinds of actions, which allow each principal to:

— move a mobile node under his control, and reconnect it eleesnvin the network;
— pass control of a mobile node to another principal.

This means that the network connections and controls of th@lennodes can dynam-
ically change during a process run.

6 Briefly, A is asubprincipalof B is A “speaks for'B in the sense of [1, 14] or “acts foB in
the sense of [19]



Biometric networks: principals are what they are. A biometric networks obtained
by distinguishing, among the nodes of a pervasive netwodefined above, two more
sets

— By C N of biometric propertiesand
— B¢ C N of biometric verifiers

The intended interpretation of these two sets of nodes iseim@nted by ther require-
ment that:

— control of the elements @, cannot be passed to another principal,
— the elements 0B are related with the elements Bf, so that the former can issue
biometric challenges to the latter.

2.3 Message delivery modes

The main source of the new security phenomena in pervasiverieis the fact that
different types of channels have different message dgliverdes.

In cyber networks, a message is usually in the fdkro B : m, whereA is the
claimed sendem the purported receiver, and the message payload. As explained
before, the network service is implicit in this model, sotthaandB refer both to the
principals and to the network nodes that they control. Aleehmessage fields can be
read, intercepted, and substituted by the attacker. Thet pbihe end-to-end security is
that the receiver can still extract some assurances, esandrspoofable message, be-
cause the various cryptographic formswofimit attacker’s capabilities. Moreover, this
message form is an abstract presentation of the fact thahéssage delivery service
provided by the network and the transportation layers, $dyelnternet.

In pervasive networks, different channel types providéedént message delivery
services. In general, there is no universal name or addpes® slisting all nodes. An-
notating all messages by sender’s and receiver’s idesthigs makes no sense, and the
principal’s identities are added to the payload when thfarimation is needed.

There may be no link between two nodes, and no way to send aagef®m one
to the other. On the other hand, a message can be delivessdlylie.g. when a smart
card is inserted into a reader, without either of the prialsgontrolling the card and
the reader knowing each other.

The different message delivery modes determine the diffesecurity guarantees
of the various channel types.

3 Templates and Logics

3.1 Templates

In this section we give an introduction to the use of temglated logics.

A templates a graphical specification of the desired behavior of aquitthat can
be filled in with a number of actual protocol specificationstefnplate begins by de-
scribing the different types of channels available betwgémcipals. This is done sim-
ply by drawing a line indicating a channel between two pipiats that share the channel.



Different types of lines indicate different types of chalsn®lessages passed between
principals along a channel are indicated by arrows betweanipals corresponding to
the channel type. Internal transitions are indicated bgvesrfrom a principal to itself.

For example, the following template gives a common situritiowhich Alice gen-
erates a noncevx), and sends a cryptographic challemfBx containingx to Bob, after
which Bob sends a respons®Px to Alice. Note at this point we give no details about
the operations”B andr”B.

A B
m n
(e}
vxl
cABx
o— = >

O=<—20

rABx
o=

Fig. 1: Challenge-Response Template

What we would like to say, of course, is if that Alice createsmid sends”*Ex to Bob,
and subsequently receivie®x, she knows that Bob semt®x after receiving*Bx. The
Protocol Derivation Logic we describe below will give us ayed stating and proving
this requirement.

3.2 Protocol Derivation Logic (PDL)

PDL Syntax. PDL is a descendant of an early version of the CompositionatioP
col Logic (CPL) [9] and has certain of its axioms in commonhwiit Like CPL, it is
intended to be used to prove security of protocols withoptieitly specifying the be-
havior of the attacker. Unlike CPL, it is a logic about auttieation only, although it
can be interfaced with a companion secrecy logic [22] whés iitecessary to reason
about secrecy. In PDL principals are partially ordered a#tsreA C B (A is asubprin-
cipal of B) if A “speaks for” B in the sense of [1, 14] or “acts foB in the sense of
[19]. The logic makes use of cryptographic functions thdy aertain principals can
compute; thus keys do not need to appear explicitly unlesare/eeasoning about key
distribution.

In PDL principals exchange messages constructed usinmaatgebra consisting of
constants, variables, and function symbols. The term adgetay obey an equational
theoryE, or it may be a free algebra. The constants and variables insiée term
algebra may or may not obey a type system which is specifiedéprotocol writer.

We consider a protocol as a partially ordered set of actiaasn Lamport [13],
in which a < b means that actioa occurs before actiob. We let(t)a denotet being



received byA, (t)a denote a message being receivedfyWe let (t)a- wheret =
f(x1,---,%n) denoteA creatingt by applying the functiorf to the argumentsy,--- ,Xn
and then sending it ; thus this is the first tilkeendg. We letx < y denote the statement
“if an action of the formy occurs, then an action of the formmust have occurred
previously.” We letv. n denote the generation of a fresh, unpredictable namcand
(1. n)a denote the generation of some arbitrary terthatA has never generated before.
We think ofv and 1 as acting a binders and write them as such. Finally, wé te®
denoteA knowsS, andHA to denote that fact tha& is an honest principal following the
rules of the protocol.

We let((s))a denoteA sending a message that was computed usikige let((s))a
denoteA receiving a message that was computed usifgnally, we Iet<<s>>A< denote
A's computingsfor the first time (that s, the first time f@) and sending itin a message.

We use certain syntatic subterm conventions to determiaetérm was used to
compute a message. Suppose thai, or (m)ais an event. We use the convention that
if soccurs as a subterm af thens could have been used to compuateWe conclude
thats musthave been used to computes for all legal substitutions to the variables
in m, and for ally =g om, sappears as a subtermyf’

We define a legal substitution as follows:

Definition 3.1. Let? be a protocol specification, together with a type system TRLe
be an description of a run i® where R is a set of PDL events partially ordered by the
< relation. We say that a substitutianto the free variables in R iegalif

1. If a type system has been specified, then for any variableRydR is well-typed,
and the type obv is a subtype of the type of v, and;

2. The runoR does not disobey any PDL axioms when s a subterm of éxgrar
(x)v occurring in R is interpreted a&s))v or ((s))v, respectively.

To give an example, consider the run
(VX)B-(2)a < (X)B.

The substitutioroz = x is not legal, since it would violate the PDL axiom (which we
will present later) that says that a fresh variable can'tdre sr received until if is sent
for the first time by its creator.

In the case in which the term algebra is a free algebra, weledadhat, for any
messagen sent or receiveds is a subterm ofm means thas must have been used to
computem. For other term algebras obeying some equational thedsyrthy not be
the case. Consider the following:

(XA < (x®Y)a
where® stands for exclusive-or with the usual cancellation propex@ x = 0,x®0=
X. Itis easy to see that dy = x@ zwe get

7 Note that the convention used here is a little different frivat used in [16] in which the
interpretation in terms of legal substitutions was onlyduf® received messages.



XA < (2a

so thatx was not necessarily used to compute the messagé tieaeived.

In [16], we develop a syntactical means of checking, for theib PDL axioms,
whether or not a message was created was created usingg tenere the term algebra
in question is the free algebra augmented by exclusive-or.

PDL Axioms. PDL axioms are of three types. The first type describe basipgrties
of the communication medium. These are standard axiomslthadt change; the main
innovation of the work we describe in this paper is that wd td introducing new
channel axioms for different types of channels. The secgpeldescribes the properties
of the cryptosystems used by the protocols; these need togmeented whenever a new
type of cryptosystem is used. The third type describes thierecof honest principals
in a protocol run. These, of course, are different for eactqmol.

The basic channel axioms are as follows:

The receive axiom says that everything that is received imagt been originated
by someone:

A: (M)a= 3X. (M)x< < (M)a (rev)

Thenew axiom describes the behavior of the@perator.

(Ve A(@a = ((n)aV{(M)a) = (Vn)s < aa (new)
A (A#B= (v < ((M)e < (N)a < aa))

whereFV (a) denotes the free variables@f Thus, any everd involving a fresh term
must occur after the term is generated, and if the prinddpahgaging in the event is
not the originator of the terrB , then a send event [ involving n and a receive event
by Ainvolving n must have occurred between the createaadents.

An example of an axiom describing the properties of a crygaplic function, is
the following, describing the behavior of pubic key sigmatu

((SaW))x< = X=A (sig)

This simply says that, if a principal signs a ternm with A's digital signature and sends
it in a message, theXt must beA.

An example of a protocol specificationAss role in the challenge-response proto-
col:

HA = (VX)a.((c*BX))A

In other words, ifA is honest she creates a fresh vatusnd sends it in a challenge.
We are now able to express the Challenge-Response requitetemplate that we
expressed in graphical form in Section 3.1 in PDL as follows:



A: (WA ((CBX))a < ((**B)a -
— ((AB0)a < (B < (rAB0)ac < ((rA%)a

We consider it a proof obligation that will be discharged DLP
Suppose that we instantiaté® with the identity and“8 with SIGg. Then we can
prove the challenge-response axiom in the following way.

1. We start out with whaf observesA: (VX)a. (X)a< < (Ss(X))a

2. Applying thercv axiom, we obtairA : 3Q. ((Ss(X)))q < (S8(X))a

3. Applying thenew axiom, we obtairh: ((vX))a. 3Q. (X)a< < (X))o < ((S8(X)))q, <
(S8(3))a.

4. Applying thesig axiom, we obtaimg = B, and we are done.

For the purposes of analyzing protocols that use diffesgres of channels, we will
need a means of specifying which channels we are using. Thuextend PDL with a
channel notation. We denote send actions taken along aehaaa(a: k) and receive
actions taken along as(a: k). When no channel is specified we assume that standard
cyber channel that obeys only the andnew axioms is being used.

4 Timed channel protocols

4.1 Proximity authentication

Our assumptions about cyber channels are very basic: 1) éssage is received it
must have been sent by somebody, and 2) a few simple assuspbout the ordering
of actions involving nonces. However, there are many casesewthat is not enough.
We consider for example the authentication problem in 8a@il as it might arise in

a pervasive setting. In a pervasive network, Alice is, sayate keeper that controls a
smart card readen, which is a network node. Bob arrives at the gate with his smar
cardn, and creates a network link betweerandn. Alice may not know Bob, but she

is ready to authenticate any principélwho arrives at the gate, and links his smart
cardx to the readem. She will allow access to anyone whose credentials are on her
authorization list. Authentication with a fresh nonce bduo the secret credentials
is necessary to prevent replay. Tkiate KeepetChallenge-Response template extends
Fig. 1 by one prior step, where Bob identifies himself to Abgesending his name. The
point of discussing this very simple scenario is to empletierole of the network link

in the authentication. The goal of the authentication isskuge that

— (a) Bob is authorized to enter, and
— (p) he is at the gate.

While the authorization requirement (a) is emphasizedptiogimity requirement (p)
must not be ignored. If it is not satisfied, then an intrudanlmay impersonate Bob.
Ivan needs to control a smart card readémat another gate, where real Bob wants to
enter; and he needs to establish a radio link between theeadém and a smart card
', with which he himself arrives at Alice’s gate.
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Fig. 2: Attack on Gate Keeper Protocol

In a cyber network (assuming that the radio link betwe#randn’ is realized as
an ordinary network link), this would be a correct protoashrlvan is only relaying
the messages. Indeed, Bob’s and Alice’s records of the csatien coincide, and the
matching conversation definition of authenticity is satidfi

In a pervasive network gate keeper model, the above protandk considered as
a Man-in-the-Middle attack: although unchanged, the nggssare relayed through the
nodes under control of a non-participant lvan. This wouldvallvan to impersonate
Bob and enter Alice’s facility unauthorized. These attadksthe way, are not hypo-
thetical; for example they have been demonstrated by Tipgeer et al. in [27], in
which location spoofing attacks on iPods and iPhones aresimgahted.

This example shows why pervasive networks require stroag#rentication re-
quirements than those routinely used in cyber security.stifgngthening requires ver-
ifying not just that the principal Bob has sent the respobeéealso that he has sent it
directly from a neighboring network node. This is th@ximity requirement. It arises
from taking the network into accourds an explicit security concern.

One way to verify whether a proximity requirement is satsfieto use timed chan-
nels in distance bounding protocols. That is, if we can meathe time between the
sending of a challenge and the receipt of the response, akdavethe speed at which
the signal travels, we can use this information to estimiagedistance between two
devices. The trick is to do this in a secure way.

4.2 Proximity verification by timing

Timed channels. We model a timed channel simply as a channel that allows thdese
to time the message it sends and receives. More preciselgiffierence between the
timed channel and the standard channel is that

— the send and receive times can be measured only on the tiraedeh
— the purported sender and receiver are a part of every mesafgen the standard
channel.



Timed challenge-responseThe main assumption about the timed channels is that the
messages travel at a constant speeahd that the length of network links is approxi-
matelyd, say at mostl + €. By measuring the timethat it takes to a message¢o arrive
from a nodemto a noden, one can verify whethet has travelled through a direct link
by making sure thatt < d+¢. If Victor is the owner of the nodmand Peggy owns the
noden, then Peggy can prove to Victor that she is in the neighbathyorery quickly
responding tx, say byfx. If Victor sendsx at timetp and receivegx at timets, then
he needs to verify that(t1 — To) < 2(d + €) 4+ 8, whereb is the time that Peggy may
need to generate and sefixd

Thetimed challenge-responsemplate, capturing this idea, looks like this:

\% P
M======0n
o
VX\L
X
e —-— — == =>=>0
To
fx \L
e — =— == =0

Fig. 3: Timed Challenge-Response Template

where the principals are now (Victor the Verifier) and® (Peggy the Prover).

An action along a timed channel is callgahedif the principal performing it notes
the time (on its local clock) at which it was performenhtimedif the principal does
not. A timed actiona performed by a principaN is denoted byrija, wherea is an
action andr; denotes the time at whidd performed the action. The taking of the time
measurement in the diagram is noted by a bulleinder the name of the principal
performing the action. Intuitively, this template saystthtier sending a fresh value
at timetp and receivingfx at timeTts, Victor knows that there is someone within the
range of at mos§ (11 — To). This template can be interpreted as a specification of the
security property of the functioh.

We make a comment here about implementation of timed ctgeland response.
For example, consider the case whéris the identity. Peggy can start responding to
Victor as soon as she receives the first bikoDepending on the degree of accuracy
needed, this can give Peggy a considerable advantage. Oilass Peggy is a trusted
principal who will wait until she receives the entire nonités advisable to use a bit-by-
bit challenge and response, where the chance of Peggy ggdissicorrect bit response
is bounded above by a constant. We can then chotage enough so that the chance
of Peggy cheating without being detected is negligible. Aertbhorough discussion of



bit-by-bit challenge and response and the security issuesdvied in implementing it
are found in [7]. In this paper we abstract away from theagissand make the notation
< stand for both the conventional and bit-by-bit notions afqades.

Specifying timed channels in PDL. PDL has already been used to analyze distance
bounding protocols in [16], for which we defined a timestampction and some ax-
ioms governing it. However, this had the disadvantage thatcauld not specify in
a natural way the actions for which timestamps were or wetalafined. Moreover,
specifying axioms in terms of which channels they apply toved us to structure our
specifications in a more modular way, in keeping with theisjiwvhich PDL was de-
veloped. In this section we describe how to do this, usinghagtamp function similar
in construction to the one used in [16]. However, in this désefunction is used to
describe properties of the channel.

An eventa taking place along a timed channel is denoted lay wheret; is a real
number denoting the time at which the event takes place eS&mording of time can
only take place on timed channels, and axioms involving dirtigannels involve time-
recorded events only, we do not need any timed channel fagn#e have one axiom,
saying that local times increase:

Toaa <Tibp = To < T1 (inc)

We also use the following definition of distance:

Definition 4.1. Let A and B be two principals. We define tlistancébetween A and B,
or d(A, B) to the minimunt of all possible(to — 12) /2 such that the following occurs:

(Vn)a. (vm)e. To{(M)a< < (M) < ((M))B< < T2 ((M)) A

Theinc axiom guarantees that this is well-defined.

Security goals of proximity authentication. The task is now to design and analyze
protocols that validate theroximity challenge-response templatehich is the timed
challenge-response template augmented with a conclubiout ime and distance. It
is expressed in PDL as follows:

Vi (W)y. O(X)v < B(fVPx)y
0y < (9P < (FYPX)pe < (FYPR)p < 8(fPy A d(V,P) <5 ©P

The (crp) template says that, ¥ creates a nonce, and sends it along the timed
channel at time 0, and then receives a response aftithenP must have received the
challenge afte¥ sent it and then sent the response befbreceived it. Moreover, the
distance betweevi andP is less than or equal &



4.3 Distance bounding protocols

The simplest way to achieve our goal is to combine the cryjpfalgic challenge-response
from Fig. 1 with the timed challenge-response from Fig. 3e @athentication reason-
ing will then follow from the templategcr) and (crp), takingc’Px = x in the former,
sending both challenges together. The only part of the ogypiphic challenge sent on
the standard channel that is not sent on the timed channti@prported sender and
receiver. So they need to exchange some messages on thardtahdnnel, to tell each
other who they are.

Cryptographic response to a challenge usually takes tincergpute. This means
that it either (1) needs to be sent separately from the tiragpanse, or (2) that it must
be very quickly computable, as a function of the challendeesE two possible design
choices subdivide distance bounding protocol in two fagsilthose with two responses,
and those with one response.

The easiest approach, from a design point of view, is to usedaponses, since this
allows one to avoid the challenging task of developing afiondhat both provides the
necessary security and is fast to compute. However, in eodsrcomplish this the two
responses must be linked together securely.

The approach of using two responses is that followed by tigénal distance bound-
ing protocol of Brands and Chaum [3]. There, the responsessetie timed channel is
the exclusive-or of the prover's nonce with the verifiersnsas a sequence of one-bit
challenge-response pairs. The response sent on the cmmadrhannel is the digital
signature on the two nonces. The binding message is a coremtitfe.g. a one-way
hash function) that the prover computes over its nonce, andssto the verifier be-
fore the responder . IBapkun-Hubaux [5] the binding function is the same, the time
challenge and response is a single exchange of nonces arastonse sent on the con-
ventional channel is a hash taken over the nonces. In Meaebals[16] the response
sent over the timed channel is a one-way hash function takentbe prover’s name
and nonce, exclusive-ored with the verifier's nonces. Thislgination of commitment
with timed response reduces the message complexity of thequi.

Hancke and Kuhn [16], who developed their protocol indejgetist of Brands and
Chaum, take the approach of using just one response. Théatibyt using a function
B which is quick to compute, but for which it not possible forrengipal who has seen
xHYy for only one value ok to computey. This is obviously impractical to useyfis a
secret key shared between verifier and prover, so insteadipaad verifier use a keyed
hash computed over a fresh values and a counter exchandjed ieahe protocol.

A detailed formal analysis of Hancke and Kuhn’s distancenuling protocol has
been presented in [24]. A sketch of a PDL analysis of the Bsaldaum protocol is
given in [23]8

5 Social channel protocols

Social channels arise from the fact that many pervasiveedsysuch as cellular phones,
PDAs, and laptop computers, use their humans not only to plgate in space, but

8 The details of these analyses were written after the wogksiesion of the present paper was
completed.



also to exchange information. For instance, a great parhefititial address books
on many devices is usually received through this channeliraam manually enters
some addresses of other devices. The devices often usatineéms to exchange short
messages.

5.1 Atimed social protocol that we all use

Often, an address received through a human channel is aigtited using a timed
channel: one device sends a message to the other one throwggWwark channel, as-
sumed to have some minimal speed, and then it observes thtbadiuman channel
whether the message is received by the other device witliasonable amount of time.
This protocol can be interpreted Bsding a challenge sent on a timed channel with
a response on a human channghis binding is assured by the human observing the
caller's number on the receiver’s device. The run is thusasig. 4 where the notation

A B

;:,’__—\\
m

n

X
e———————> 0

o

R S

Fig. 4: Toy example

b ~~ ©® means that the-sideseeshe other side perform the actidrat timet. In

this caseA seesB performb = (m), i.e. he receivem. This message may be julls
own identifier. Althoughm thus may not be fresh, if the waiting tinte — 1¢ is suffi-
ciently small, the chance that the message Bhaceives is not the same message that
A has sent is assumed to be negligible.

5.2 Formalizing social channels

The non-local observations through social channels haep depercussions on the
problems of authentication. As pointed out in the beginnthg source of the prob-
lem of authentication in computer networks arises from et that all observations
are local: a computer Alice can only observe her own actiamsfg which are the ac-
tions of sending and receiving messages). However, a mplhdae Alice can ascertain
that another mobile phone Bob has received her messagejrititimans are standing
next to each other, observing both devices. The other waynaidhe mobile phone



Bob can ascertain that Alice has sent that message, becab&Himan has seen the
message on Alice’s screen, and Alice’s human pushing the Isgtbon. Moreover, be-
sides observing each other’s actions, Alice and Bob cansdsd and receive brief
messages through their humans, which are considered gigtbenause the humans
observe each other.

Formally, we consider social actions in the form

<BtoA: 9>

which intuitively mean that Bob displays a term or an actibfor Alice to see. We
attempt to capture this intended meaning by the followingras

<BtoA:B> = A:Bs (sc1)
<BtoA:B> 1> <CtoA:y> = A:BerYc (sc2)
<BtoA:B(t)>V<BtoA:t> =-oatela (sc3)
VT €e@vte TdueT.u#t A cu=ot (sc4)

which should be read as follows:

— (sc1) If Aobserves the actioBg, then she knows thg really occurred.

— (sc2) If Aobserves the actiops beforeyc, then she knows thfis occurred before
Yc.

— (sc3) If A observes an action with a terimor is shown the tern itself, thenA
knows the digestt.

— (sc4) For every sufficiently large set of terris and every € T itis feasible to find
a different termu € T with the same digestst = ou.

Intuitively, the prefixa can be construed as a short hash function, leading to maliy col
sions. Still more concretely, in the above scenario with ileatevices, this corresponds
to the fact that Alice’s human sees Bob’s human receive aageséut if the message
is long, he can only see a part that fits on Bob’s screen; if thesage is numeric, he
can only discern a couple of digits. Therefore, many messkogk the same, and the
message that Bob has received may not be the one that Alicgeihadfter all.

The task is to design protocols to bootstrap authenticating these low band-
width fully authentic social channels.

Graphic notation.In protocol diagrams, we use the following graphic elements

— Bg ~—> ®a representBto A: 3>
- Bs -~ G representscBtoA: B(t)>
— op «9‘\>®A representssBtoA:t>

The annotations byg can be omitted, since they are redundant. Yet it is may beilysef
at least in the initial derivations, to keep a reminder thiag@cial communication is low
bandwidth, and shold be viewed as digested through a shehtfobactiono.



5.3 Socially authenticated key establishment

We begin from one of the simplest protocol tasks: Bob annesiigs public keye
(or an arbitrary message) on the standard channel, and marhdisplays a digest on
the social channel to authenticate it. The two announcesreart be made in either
order, as on Fig. 5. Both cases are open to a Man-in-the-®lifditM) attack. The

A B A B

UE— (S
B
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Fig. 5: Low and high bandwidth announcements

problem is that, by axiom (sc4), the Intruder can easily firglhblic/private key pair

(& d) such thato(é B) = o(e,B). As always, the Intruder is also assumed to be in
control of the standard channel. So in the first case, he cdiid) such that(&,B) =

o(e B), and replace Bob's announcemened by € B. In the second case, the Intruder
needs to intercept and hold Bob’s announcemertBf computeo(e,B), find (€ d) as
above, announce B in Bob’'s name, and wait for Bob’s human to announce the digest
o(e,B) = a(g B). Inboth cases, the Intruder ends up with the #¢y read the messages

sent to Bob, and Bob cannot read them.

Social commitment. The MitM attack on the social channel authentication can be
prevented in the same way as in the case of timed channelrdiggiéon: by binding
the communications on the two channel types. For this pe;d&sb generates a fresh
nonce, to be included in the social digest. The value of thige is publicly announced
only after of the key, so that the Intruder, at the time whenkibly is announced, cannot
know what the value of the digest will be, and cannot look far tollisions. On the
other hand, in order to bind this nonce to the key (and to tb&opol session, in order
to prevent confusion), the nonce needs tocbenmittedfrom the beginning, and, of
course, decommitted in time to verify this binding. The twistact templates from
Fig. 5 thus refine to Fig. 6.

Authentication before decommitment. A particularly simple instance of the template
on the left has been discussed by Hoepman [11]. The npiscalso used as the private
key, corresponding to the public key= ¢¥. He takes the simple commitment schema
wherectx = Hx is just a sufficiently strong hash function, whereas the dendment
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Fig. 6: Authentication before and after decommitment

Fig. 7: The template for Hoepman'’s protocol



is simplydtx= x. The protocol boils down to Fig. 7. Of course, the main poinhe
Diffie-Helman exchange it to get a shared kgYby composing the above protocol with
its mirror image, where Alice generateand announceg’. Hoepman also considers a
final key validation phase. There are interesting post#slito employ social channel
here as well.

Authentication after decommitment. The problem with the template on the right
hand side in Fig. 6 the is that the Intruder can simply holdabemitment message
until the decommitment is sent, and then proceed with thé/\ittack as before. To
prevent this, we need to introduce a message from Alice atdtted lines, confirming
that the commitment is received. Note that this messagesneechbe authenticated as
well: if the Intruder can fake it, he can get the decommitnfemtn Bob, and again
launch his MitM attack. But the only way to authenticate Algcmessage, in absence
of all other infrastructure, is the social channel again Aoe needs to generate and
send a fresh value as her acknowledgement, and this valueedsis to be included in
the social digest. Hence the following template

vy

O=<—20

e ct(euy)
o
vxl
X
o o
dt(ezy) l
[e] o

Fig. 8: Authentication after decommitment template

Remark. Authentication on the social channel does not follow thdlehge-response
template of authentication. There is no reason why it shablke challenge-response
template implementidirect authentication, based on demonstrating a capability (to
invert cryptographic functions, or to quickly respond orinaetd channel), whereas the



social channel implementsdirect authentication, based on observing other principals’
actions.

Mutual authentication.The analogous use of the nonceandy in (8) is quite con-
venient when both Alice and Bob want to announce their keyise noncex, used
in (8) just to acknowledge receipt of Bob’s commitment cawradso be used to bind
Alice’s announcement to its social digest, whereas Bobigry, which was used for
this purpose in (8) can now also be used to acknowledge tteafedlice’'s commitment.
Composing (8) with its mirror-image version, where Alicel@ob exchange the roles,
thus leads to a remarkably symmetric protocol.
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Fig. 9: Mutual authentication after decommitment template

The coupled messages from Alice to Bob and vice versa, asheethutual social
authentication at the end, are new graphic elements, @uneling to concurrent, or
parallel actions of both principals. Note, however, thahtmmncurrently sent messages
in the second line must be received before either of the mgessa the third line is sent.
The social exchange in the end can be viewed in a similar veag, @air of messages
sent and received concurrently, this time on the social wblrut it may be more
natural to view social authentication as a joint action dhiarincipals.

Instances of the protocols from Figures 8 and\audenay’s SAS-authentication [28]
(where SAS stands for "Short Authenticated Strings”) istestance of (8), wittf (e, x,y) =
x@®Yy. The special case of Nguyen-Roscoe’'s Symmetrized HCBKopodtreduced to



two principals is an instance of (9), with(e,x,y) = e:(x@y), with the simple com-
mitment schemaimplemented by a short digest functiotfy) = H(y), anddt(y) =y.
Security of this protocol essentially depends on the spectgerties of this function,
discussed in detail in [21].

HCBK protocol: matching conversations socialljhe paradigm ofmatching conver-
sations”is, in a sense, the ultimate goal of authentication: if Ai@nd Bob’s views of
all their conversation coincide, then they surely see thefions correctly, since Alice
sees her own actions correctly, and Bob his. In order to ntatihviews, each of them
must derive the actions of the other from their own.

Nguyen and Roscoe’s HCBK protocol [21] directly attackspheblem ofsimulat-
neous mutual authentication of whole grougrincipals. The strategy is to use social
channels fodirect simultaneous matching of the conversatiatigorincipals announce
on their social channels the digests of their views (reqonfishe conversation con-
versations, and their humans check that the digests matiétisTa remarkably direct
approach to authentication.

The pointis that template (9) readily lifts from 2ngrincipals: instead of just Alice
and Bob sending their commitments in parallel, and thenimgfor each other, alh
principals can do that in parallel. The process expressbose remain quite similar
to the two party case above. The technical proviso for thisresion is that a suitable
format forn-way matching on the social channel needs to be agreed upparticular,
the principals must agree about

— (1) a method for each of them to arrive to the same ordering@ahnouncements
that each of them has recorded, and needs to hash,
— (2) a social protocol to compare the values of all digests.

Both problems require "breaking the symmetry” in a coortidaway. The first one

can be deferred to the social channel, by adding an initieibbessage, announcing
a linear ordering of all principals’ names. The second pohiminimizing the number

of comparisons between the digests, requires imposingeastracture on the group.
Both problems have been major concerns in the Bluetootlydé$P].

6 Conclusion

We have described some of the different types of channeisatise in pervasive net-
works, and the challenges and opportunities they give ftremtication. We also give
a formal description of several types of channels that amigervasive computing, and
demonstrate a graphical template language for describabehavior of protocols that
make use of these different channels. We also describe shimeaxioms that describe
the behavior of some of these channels.

We are currently extending our work to develop logic for mrasg about the se-
curity of authentication protocols that make use of thefferdint channels. We have

9 They include Bob’s identity explicitly in the commitment &Meep principal’s identity implicit
in every commitment.



found earlier that this approach, combined with the use aphical templates that can
describe both abstract and concrete specifications of gutst@an be useful, not only
in describing and organizing protocols that already ekist,generating new protocols
that satisfy different types of requirements. We expedtthibe the case here as well.
We do not intend to limit ourselves to proximity and sociathentication. We ex-
pect this approach to work for other types of channels as Wngbarticular, we intend to
investigate applications of our approach to quantum ciyatohy. Any quantum pro-
tocol, in order to be practical, will need to be harnessecttogr with conventional
protocols as well. Although there as been a substantial abhtduvork on formal meth-
ods for quantum computation and quantum cryptography, tfleyof it addresses this
aspect of the problem. We expect our methods to provide aalatay of doing this.
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