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This document is one of a set that attempt to bring together background information on
scheduling. In writing these documents, we have not attempted to be comprehensive, but
rather have concentrated on information useful for Kestrel’s ANTSs project. The contents
of the set of documents are:

1. Glossary
Informal definitions of terms generic to scheduling.

2. Specifications
Formal definitions of sort and operations for scheduling.

3. Algorithms
Informal descriptions of classes of algorithms used in scheduling.

If you do not have any of the other documents in the set, you should be able to find them
at our web site: http://www.kestrel .edu/home/projects/ants/scheduling/

Cavest: thisisawork in progress.

3 IJhe Wlgerithms

A scheduling algorithm attempts to assign tasks to resources at time periods, such that the
constraints on the tasks and resources are observed, or at least minimally violated.
Typically, some attempt is made to optimize the schedule according to some quality

metric. In general, scheduling is NP-hard, so practical methods for achieving good run
timesin particular problem domains are of interest.

3.1 HEURISTIC ALGORITHMS

Heuristic scheduling algorithms typically attempt to achieve reasonably good, feasible
schedules by assigning tasks to resources according to an order based upon some
criticality measure. For example, tasks may be ordered according to the ratio of their
availability duration (due date less release date) to their processing time; or resources
may be ordered according to their total load (which changes as the algorithm schedules
tasks). Typicaly, heuristic algorithms do not revise task assignments even if the schedule
turns out to be poor.

3.2 LOCAL SEARCH ALGORITHMS

A local search algorithm computes on a single candidate schedule that is aready
complete — in the sense that it contains reservations for all of the tasks that are to be
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scheduled — but that may be infeasible or sub-optimal. A local search algorithm typically
performs a transformation on the candidate schedule to produce a better neighboring
schedule, and iterates this process until a satisfactory schedule is produced or a local
optimum is reached. An example of a transformation is shifting a reservation forward in
time to correct a due-date violation. It is not guaranteed that the final schedule is globally
optimal. Local search algorithms are also called iterative repair agorithms.

The primary considerationsin designing alocal search algorithm are:

e generation of aninitial seed schedule;

» generation of the neighbors of a candidate solution;

» selection of the best neighbor;

» avoiding being trapped in unsatisfactory local optima.

3.2.1 Simulated Annealing

In standard local search algorithms, the algorithm only progresses from some candidate
schedule to a better neighboring schedule. As aresult, the algorithm may become stuck in
alocal optima and fail to find a global optima. Simulated annealing is a variant of local
search that tries to escape from local minima by occasionally progressing to neighbors
that are worse than the current candidate schedule. At each iteration of the search, each
worse neighbor of the current candidate schedule has a (low) probability of being
accepted as the next candidate schedule. The probabilities are assigned according to some
function of: (1) the qualities of each neighbor relative to the quality of the current
candidate; (2) the length of time the agorithm has been running. The longer the
algorithm runs, the less likely the worse neighbors are to be accepted. Eventualy,
probability of progress to aworse neighbor becomes negligible and the search settles into
alocal optimum.

3.2.2 Tabu Search

In tabu search, the search algorithm may progress from a current candidate solution to
any neighboring solution — better or worse — provided only that the transformation to the
neighbor is not contained in the current tabu-list. The tabu-list is a fixed length list of
schedule transformations that are currently forbidden; when atransformation is applied to
the current candidate schedule, that transformation is added to the head of the list and the
tail of thelist isremoved. The intention isto try to prevent cycling in the search process.

3.2.3 Genetic Algorithms

Genetic algorithms operate on finite-sized populations of candidate schedules. At each
iteration of the algorithm, relatively poor schedules are removed from the population and
are replaced with new candidate schedules generated by: (1) applying mutations to
individual schedules in the population; (2) applying cross-over operations to pairs of
schedules in the population.

3.3 GLOBAL SEARCH ALGORITHMS

Global search agorithms find feasible or globally optimal schedules by searching
through schedule spaces. Typicaly, a search tree is constructed in which each node
represents, say, atask that is to be scheduled and each branch from that node represents a
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choice of to which resource the task is assigned. Each partial schedule constructed in this
way is required to be feasible. If a node is reached for which no choice of task and
resource produces a feasible schedule, then back-tacking occurs.

For finding a feasible schedule, the algorithm terminates when it has constructed a
feasible schedule and no tasks remain to be scheduled. For finding an optimal schedule,
each such complete, feasible schedule is compared using some quality metric and the best
oneisreturned; thisis aglobally optimal schedule.

The primary considerations in designing a practical globa search algorithm are:

» reducing the size of the search space;
» selecting agood order for considering the siblings branches at each level (since this
may affect the ability to reduce the search space).

3.3.1 Pruning

Globa search agorithms may use pruning to reduce the size of the search space. For
example, the constraints that a feasible schedule must satisfy may be weakened to
produce necessary constraints on partialy constructed schedules. If the weakened
constraints can be quickly computed at each node in the search space, they can be used to
prune off branches that cannot produce feasible schedules.

3.3.2 Branch & Bound Algorithms

Global search algorithms may also use the schedule quality metric to prune off search
branches. For example, assume that a feasible schedule is required that maximizes some
metric. It may be possible to compute an upper bound on the metric for any given branch
in the search tree, such that no feasible schedule contained in that branch has a metric that
exceeds the upper bound computed for that branch. If a branches upper bound does not
exceed the metric of some schedule that has aready been constructed, then the branch
cannot contain an optimal schedule and the branch can be pruned. If a heuristic scheduler
is available that produces reasonable schedule, then it can be used to seed the branch &
bound algorithm.

If an approximately optimal solution is sufficient, a more liberal pruning policy can
reduce the search space still further: a branch is pruned off if its upper bound does not
exceed, by some defined tolerance, the highest value of the metric found so far. For
example, if the tolerance is set to 10%, then the schedule returned by the algorithm is
guaranteed to be within approximately 9% of optimal.*

3.3.3 Beam Search

Beam search is a variant of branch & bound in which, at each node in the search tree, the
branches are ranked according to some metric and all but the best w branches are pruned,
where w is called the beam width. Thus, beam search reduces the search space but
sacrifices optimality. It is important that the ranking function selects branches that
ultimately produce high-quality schedules, but it is also important that the ranking
process not be too computationally expensive. Thus, the ranking process may be

L If the algorithm at tolerance T% finds a schedule with metric M, then the optimal schedule has a metric no
larger than Mx(1+T/100).
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preceded by a filter that quickly discards most of the branches, leaving a relatively small
number of branches to be ranked through a more thorough processes.

3.3.4 Relaxation

Relaxation is a technique that can be used to avoid backtracking, at the expense of
producing a schedule that is approximately feasible. At each node in the search space, a
single branch is selected that does not immediately lead to an infeasible schedule. The
search algorithm follows that branch and never leaves it. Eventually, either: (1) afeasible
schedule is created in which all of the tasks have been scheduled, and this schedule is
returned as the result of the algorithm; (2) a node is reached in which some tasks remain
to be scheduled and from which every branch immediately produces an infeasible
schedule. In the latter case, rather than backtracking, the constraints on the unschedul ed
tasks are relaxed and scheduling continues. For example, a task may be relaxed by
extending its due date. Typically, there is a pernalty associated with relaxation.

Thus a search algorithm that uses relaxation may produce sub-optimal schedules (where
the hard concept of infeasibility is replaced with the soft concept of penalties) but it
typically runsin time that is approximately linear in the number of tasks.

3.4 ANYTIME ALGORITHMS

A scheduling agorithm is classified as being anytime if: (1) it can be alowed to run for
an arbitrary amount of time, unknown in advance, and return a valid schedule when
interupted; (2) statistically, the longer the algorithm is allowed to run, the higher the
quality of the schedule it produces. An anytime algorithm may be characterized by a
performance profile that maps running times into probability distributions of schedule
quality. The distributions may aso depend on some characteristic of the input data, in
which case the profileis called a conditional performance profile.

Typically, an anytime scheduler works by producing some initial schedule, maybe using
a heuristic algorithm, and then iteratively refining the schedule. The iterative process may
actually temporarily degrade schedule quality, in which case the algorithm may also
retain a copy of the best schedule found so far, to be returned as its answer if it is
interupted.

Local search algorithms can generally be converted into anytime algorithms simply by
extracting the iterative search process and using it in alocal search schema that provides
for interupt capabilities, etc. It may also be possible, although perhaps not useful, to
convert a globa search agorithm into an anytime algorithm: the anytime version smply
records the best partial schedule constructed so far and returns that as its answer if
interupted. A partial schedule produced by aglobal search algorithm will not satisfy all of
the constraints (e.g., it will not contain assignments for all of the tasks that were to be
scheduled) but it presumeably will nevertheless be of some value.

Furthermore, global algorithms such as branch & bound with tolerance and beam search
are parameterized and it may be possible to construct a useful anytime algorithm by
iterating such an algorithm wth successive values of the parameters such that: (1) for the
initial parameter values, the algorithm runs quickly; (2) for successive parameter values,
the algorithm typically runs more slowly; (3) the schedule found by the agorithm is
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likely to increase in quality for successive values of the parameter. During this process,
the best schedule found so far is stored to be returned as the answer if the algorithm is
interupted.

For example, a branch & bound algorithm can be run with an initially high tolerance, say
50%, to quickly produce a sub-optimal schedule. Successive iterations of the algorithm
may reduce the tolerance, perhaps finally to zero. Because the size of the search space
increases as the tolerance is reduced, successive iterations will (likely) take longer to run.
For a beam search algorithm, the beam width may be initially set low and increased on
successive iterations.

3.4.1 Contract Algorithms

A contract algorithm is one that is informed on initiation of the time for which it will be
allowed to run. The algorithm must produce a valid result when it is terminated/it
terminates itself at that time. Like an anytime agorithm, a contract algorithm will
produce better schedules the longer it is given to run; unlike an anytime algorithm, it
must be told in advance how long it will have to run, and it may not return a valid result
if it isinterupted before that time.

3.5 RESCHEDULING
TBD
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