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Abstract. We present our work in using the ACL2 theorem prover to
formally model the Android platform and to formally verify Android
apps. Our approach allows the verification of the full functional correct-
ness of apps as well as security properties. It also lets us detect or prove
the absence of “functional malware”, malicious app functionality that
is triggered by complex conditions on state and that causes the app to
calculate the wrong results or otherwise behave incorrectly. Our formal
Android model is an executable simulator of a growing subset of the
Android platform, and app proofs are done by automated symbolic exe-
cution of the app’s event handlers using the formal model. By induction,
we prove that an app satisfies an invariant, including the correctness
properties of interest, for all possible sequences of events.

1 Introduction

Android devices [32] are vulnerable to security compromises carried out by rogue
apps that may abuse the user’s trust by masquerading as benign apps [12,40].
The Android security mechanisms are coarse and complex [11,34] and may be
bypassed via exploitable flaws in the platform [2,24].

A more detailed characterization of an app’s behavior, especially its access
to user data, can enable users to make more informed decisions about trusting
and installing the app. A suitable formal specification of the app can be used for
this purpose, and trust can be established via a formal proof that the app’s code
satisfies the specification. This requires a formal model of the platform that the
app runs on—both language and API.

The work described in this paper contributes to the goal of establishing trust
in apps based on formal specifications and proofs. We used the ACL2 theorem
prover [39] to build a formal model of a subset of the Android platform that
supports non-trivial apps. We developed a proof methodology based on induction
and symbolic execution of the app’s event handlers, showing that each handler
preserves the app’s invariant, which includes all properties of interest, including
functional correctness.
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We applied this proof methodology to verify the full functional correctness
of a slightly simplified version of a calculator app written by others. For a ver-
sion of the app that contains malware, the correctness proof fails in a way that
reveals the malware. In the process of verifying the app, we also uncovered a
subtle functional bug that may be representative of malware that is triggered by
complex conditions on an app’s state and whose malicious action is the calcu-
lation of incorrect results. This “functional malware” differs from more explicit,
and potentially more easily detectable, malware that, for example, sends private
user data to a remote server when the device is in a certain location at a certain
time. The latter kind of malware makes API calls to test the trigger conditions
and perform the malicious actions, while functional malware may not make any
suspicious API calls. For example, functional malware in a navigation app could
deliberately lead users off course, perhaps even directing them to dangerous
places.

Our approach is sound, precise, and high-assurance, in contrast to existing
approaches for vetting Android apps. Static analysis is imprecise, leading to
false warnings, sometimes unsound, and cannot check arbitrary functional cor-
rectness properties. Dynamic analysis cannot cover all possible cases. Manual
code inspection is not high-assurance, because hidden malicious functionality
can be overlooked or misunderstood. Our approach can prove virtually any true
property about an app, with high assurance. Its main disadvantage is that it
requires significant user effort, but we are working to improve the automation
of the proof process.

Our work makes the following contributions:
– A formal model of a non-trivial subset of the Android platform.
– A formal proof methodology for Android apps.

2 Background

2.1 Android

Most Android apps are written in Java [31]. Besides using a subset of the stan-
dard Java API, these apps use the Android API, which provides access to hard-
ware devices (camera, GPS, etc.), GUI elements (buttons, text boxes, etc.),
inter-app communication (e.g., to open a given URL in a web browsing app),
and so on. In addition to the Java source files, an app contains other resources,
which often take the form of XML files. An app’s Java source code is compiled
to Java Virtual Machine (JVM) bytecode [23] using a standard Java compiler.
The Android development tools are used to convert the JVM bytecode to Dalvik
bytecode [32], which is assembled with the XML and other resource files (e.g.,
images) into an installable app package.

An Android app is structured in terms of ‘activities’, each of which is a single
“screen” in the app’s GUI. Within an activity are various ‘views’—rectangular
regions of the screen that represent GUI elements, such as text boxes and but-
tons that can be clicked. Events in Android include click events for these views.



An app can register listeners for such events, either statically in its layout XML
or programmatically by calling setOnClickListener(). When these events oc-
cur, the Android GUI thread invokes the appropriate methods of the registered
listeners. An app’s XML ‘manifest’ indicates, among other things, the initial
activity to be created when the app starts.

Android also includes lifecycle events (Create, Start, Resume, Restart, Pause,
Stop, and Destroy) that can be dispatched to the app. The sequencing of these
events must be consistent with the activity lifecycle state machine [31] (a typical
flow is: Create, Start, Resume, Pause, Stop, Destroy) but can otherwise occur
at any time. For example, a Pause event may occur when another app opens in
front of the current app. Apps typically implement handlers to respond to these
events (e.g., to save data when the app is paused) by overriding methods of the
Activity class, such as onPause().

Various entities belonging to the app are identified using numeric resource
IDs. These resource IDs are defined in special classes, namely the R class (‘re-
source’ class) and its inner classes, generated by the Android development tools.
For example, an XML layout entity <Button android:id="@+id/btnSeven"

...> will cause the R$id class to contain a final static field called btnSeven whose
ConstantValue attribute is some large, unpredictable number, e.g., 2131034114.
In Java source code, the button object can be obtained by the method call
findViewById(R.id.btnSeven), but in the bytecode only the numeric ID is
present.

Android includes a permission mechanism to limit apps’ access to hardware
and other resources. For example, an app must possess the INTERNET permission
to open network sockets and the CALL PHONE permission to initiate phone calls.
An app declares, in its XML manifest, the set of permissions that it requests.
When an app is about to be installed, the requested permissions are shown to the
user, who decides whether to proceed with the installation, and thus grant the
app all the requested permissions. This permission mechanism is coarse-grained:
for instance, the INTERNET permission gives an app carte blanche to connect to
any host at any time to send any data.

Malware Several kinds of malware affect Android devices [12,40]. Tools like [16]
can be effective at detecting malware that exfiltrates private user data by (neces-
sarily) making suspicious API calls. The mere presence of certain API calls may
be suspicious, e.g., an app that opens a network connection, when the app’s
purported functionality does not involve the network. The presence of an API
call may be legitimate, but the information that flows to the API calls may be
suspicious, e.g., an app reads a user’s contacts and sends them over the network,
when the app’s purported functionality does not include that.

A more stealthy kind of “functional malware” may not exfiltrate private user
data, and instead intentionally calculate incorrect results. The severity of this
kind of malware depends on how much the user relies on the app calculating
correct results: it may range from an annoyance to loss of life, e.g., if a military
navigation app sends a squad off-course to a dangerous place. Functional malware



may be triggered under complex conditions on an app’s state variables, eluding
detection via code inspection. Functional malware may involve API calls, but
not necessarily suspicious ones; or it may not involve any API calls.

Unlike many other approaches, our work addresses functional malware. Of
course, it also addresses inadvertent errors. The difference between functional
malware and an unintentional bug is one of developer’s intent; but the impact
may be similar. Our app verification approach establishes functional correctness,
ruling out both intentional and unintentional bugs.

2.2 ACL2

The ACL2 theorem prover [39] consists of a first-order specification language
based on side-effect-free Common Lisp and automated proof methods for rea-
soning about programs and models written in the language. Two strengths of
ACL2 are its sophisticated term rewriter and its heuristic application of induc-
tion [4]. ACL2 supports reasoning about programs written in languages other
than its native Common Lisp dialect via embeddings that capture the languages’
semantics in terms of ACL2’s native language. Below we describe how we use
this approach to reason about JVM bytecode representing Android apps.

3 Platform Modeling

Since our motivation for modeling the Android platform is app verification, our
formal model describes not the internal structure and layers of the platform
stack, but the top-level interface that the platform provides to apps. This inter-
face consists of the language that apps are written in and the API calls exchanged
between apps and platform, including callbacks.

3.1 Formal JVM Bytecode Model

To reason about an Android app, we intercept its JVM bytecode during compi-
lation (before Dalvik bytecode is generated). To assign semantics to this byte-
code, we defined in ACL2 a formal model that is an executable interpreter of
the Java Virtual Machine [38]. Our model is similar to the M5 model developed
by J Moore and others [29], but covers more features (e.g., exceptions, string in-
terning, and class initialization). Theorems about JVM bytecode programs are
expressed using this formal model; we prove that when the program of interest
is executed on the model, starting from a state where certain properties hold,
then certain other properties always hold on the resulting state. This follows the
style pioneered in [27].

While we do not consider our JVM model to be a novel contribution of this
paper, we summarize its behavior here for concreteness. The state of the JVM in
our model includes the Java heap, static area (where static fields are stored), and,
for each thread, a call stack that includes invocation frames for each method that



the thread is currently executing. Also included are auxiliary data structures for
synchronization and locking, string interning, etc.

Each JVM instruction is modeled by specifying the effect on the JVM state
when that instruction is executed. For example, the iadd instruction for integer
addition is modeled as follows:

(defun execute-IADD (th s)
(modify th s

:pc (+ 1 (pc (top-frame th s)))
:stack (push (bvplus 32

(top (pop (stack (top-frame th s))))
(top (stack (top-frame th s))))

(pop (pop (stack (top-frame th s)))))))

The function execute-IADD modifies the data structures of thread th in the
JVM state s. In particular, it pops two operands off of the operand stack in the
top invocation frame of the call stack, adds them, and pushes the sum back onto
the operand stack. It then increments the program counter :pc by 1, which is
the length of the iadd instruction.

To run an entire program, we repeatedly step the machine state by fetch-
ing and dispatching on the next instruction. We use ACL2’s defpun utility to
soundly introduce the JVM interpreter as a partial function [25].

A crucial feature of our JVM model is that, in addition to running bytecode
programs on concrete inputs, it can be used for symbolic execution of bytecode
programs on arbitrary inputs. A typical theorem says, in essence, “When we run
the JVM model on this bytecode program, for any input satisfying this predi-
cate, the resulting state has the following properties.” The symbolic execution
is performed using the ACL2 rewriter to repeatedly step and simplify the state,
symbolically executing one instruction at a time and building up a symbolic rep-
resentation of the current state in terms of the symbolic inputs. This technique is
standard in the ACL2 community. In this way, our formal JVM model captures
the semantics of the JVM bytecode language and allows us to reason about the
code that constitutes Android apps.

3.2 Formal Android Model

We extended the formal JVM model described above to a formal model of the
Android platform, capable of executing and reasoning about simple Android
apps. A state in the Android model contains a JVM state and several additional
Android-specific state components More precisely, our model of the Android
state contains:
– A JVM state, as discussed above. This contains the persistent data used by

the app, including its heap and static fields.
– The app’s activity stack, including the current activity on top of the stack,

and any activities that are currently paused, below the top activity.
– The set of currently allowed events (e.g., button clicks) for which the app

has registered event handlers.



– A parsed representation of the app’s manifest—see Sect. 2.
– The app’s layout information, parsed from the app’s XML layout files and

indexed by the layouts’ numeric IDs. This includes information about the
views (e.g., buttons) in the app’s GUI and their associated event handlers
(e.g., onClick listeners) and is used by our model of the setContentView()

API method when it constructs the GUI for an activity.
– A map from the addresses of View objects to their listeners, used to dispatch

control when handling events. A listener is a pair of a method (often, but
not always, the onClick() method of some class) and an object on which
to invoke the method (often this is an Activity object or an instance of an
anonymous class whose sole purpose is to define the listener). This map is
updated by our model of the setOnClickListener() API method.

– A map from symbolic string names of views, used in the layout XML, to the
corresponding numeric resource IDs. This is used to translate events from
user-meaningful form to internal form. We build this map by inspecting the
names and values of the static fields of the R$Id resource class generated
when the app is built.

– A map from resource IDs to the addresses of their corresponding View ob-
jects. This is used to determine the actual objects on which to dispatch
events (e.g., click events) and by our model of the findViewById() API
method.

– The API call history, a ghost variable that lets us reason about the API calls
that the app has (and, critically, has not) made, including a record of the
event whose handler made each API call.

– The event history, a ghost variable that lets us talk about the sequence of
events given to the app so far. If we are verifying that the app implements
an abstract state machine, we can abstract this event history and feed it
to the abstract state machine. The resulting abstract state should then be
the abstraction of the machine’s current concrete state. Proving that this
property is preserved by all event handlers in the app is the core step of our
app proof methodology described below.

– The event currently being handled, if any, so that we can record in the API
history which event was being handled when the API call was made. API
calls may be allowed for some events but not others. For example, a sound
recorder app may be allowed to start recording only when the user presses
the Record button.

Event Handling Our Android model supports running an app on a sequence
of input events, by executing their event handlers in order. This can be done on a
concrete sequence of events, to test an app. More importantly, it can be used for
proof. We prove that, for any sequence of events, running the app’s handlers for
those events preserves the app’s invariant. At this level, events are represented
in terms that are meaningful to the user. For example, (:resume) represents the
event that resumes the current activity, and (:click "myButton") represents
a click of the button whose name in the layout is myButton. In order to actually



handle these events, our model must determine the objects on which the handler
methods should be invoked, so it first converts the events into an internal form.
For lifecycle events, this adds to the event the heap address of the topmost
activity object on the activity stack, giving something like (:resume 12345).
Click events are internalized by mapping the symbolic name of the button to a
numeric resource ID and then to the actual address of the View object with that
ID, giving something like (:click 6789). Currently our model only handles
lifecycle events and click events, but adding support for other events should be
straightforward.

Once the event has been elaborated to internal form, we dispatch it to the
appropriate handler by executing the code for the handler using the underlying
JVM model. For a lifecycle event, we execute an invokevirtual instruction
for the appropriate handler method (e.g., onResume()) on the given Activity

object, which causes the app’s onResume() handler method to run. Such methods
almost always begin by calling through to the corresponding method of the
parent class, e.g., super.onResume(). This causes code from the Android API
implementation to run, e.g., android.app.Activity.onResume(). Our model
includes special modeling for these lifecycle API calls. For example, the model
for onResume() causes the onClick listeners in the resuming activity to again be
added to the set of allowed events. To handle a click event, assuming it is already
in internal form, we look up the onClick listener for the given View object and
call the indicated method. In our model, handlers execute to completion and
cannot be interrupted. This corresponds to Android’s use of an app’s main ‘UI
thread’ to execute its handlers. Future work would include adding support for
background services, which an app can use to offload expensive computation
from its UI thread.

The sequential processing of events in our model corresponds to the way in
which the Android platform internally enqueues events and delivers them to an
app’s unique UI thread. By proving properties over all possible event sequences,
we ensure that the properties hold no matter how the Android platform enqueues
and delivers the events.

Events that are not currently allowed by the app (according to the set of
allowed events in the Android state) are ignored, e.g., a click on a view that has
no registered onClick listeners, or an illegal lifecycle event, such as stopping
an activity that has not been started. Every event is also recorded in the event
history, so that the invariant can refer to the state that the app should be in,
given the events seen so far.

3.3 Formal API Model

A major challenge in reasoning about Android apps is to properly model calls to
API methods. We are following a “demand-driven” approach in which we add
models of API methods as we encounter calls to them in apps that we want
to verify. Some methods such as sendTextMessage() do not really need to be
modeled because they affect only the external world, not the state of the app
itself: we simply record them in the API history, so that we can express properties



such as “the app has not sent any text messages”, and continue with execution.
When the API call does affect the app’s state, if possible we simply execute
on our model the actual code of the API from the Android implementation.
API calls treated this way include many calls in java.lang (e.g., dealing with
Strings and Enums) and setters and getters such as Activity.setTitle() and
View.isClickable(). There are situations where simply executing the API call
does not work, either because the code is unavailable (e.g., native methods)
or too complicated, or because it affects parts of the Android state that we
model. To model such methods, we define executable ACL2 functions and include
them in our Android model. Methods that are modeled in this way include
setOnClickListener(), findViewById(), setContentView(), and the activity
lifecycle event handlers onStart(), onResume(), etc.

Our model of running an app begins by building an initial Android state for
the app (where many components, such as the API history, are initially empty)
and then calling the app’s onCreate() method. Further events are then handled
in order.

4 App Verification

Our platform model provides a formal semantics for non-trivial Android apps.
This allows us to formally prove that apps satisfy their functional specifications,
which implies the absence of the kind of functional malware discussed in Sect. 1.

Our methodology is based on formulating an invariant for the app: a pred-
icate over states of the Android model that is preserved as the app runs. The
invariant characterizes correct behavior, often using an abstraction to a high-level
state machine, and also makes many Android-specific assertions, such as speci-
fying the set of currently active event listeners. Each event is proved to preserve
the invariant, using the ACL2 rewriter to perform symbolic execution, as de-
scribed below. Failed proofs may require the invariant to be strengthened. Once
an inductively-strong invariant is obtained, an induction over event sequences
establishes that the invariant holds for all possible event sequences. This section
discusses the app verification process in more detail, using the running example
of verifying a calculator app.

4.1 Calculator App

The Red Team of the DARPA APAC Program [9] developed several apps, in-
cluding a calculator that applies the four arithmetic operations to floating-point
numbers. Since our JVM bytecode model does not include floating-point num-
bers yet, we modified the app to operate on integers instead, using Java’s normal
modular arithmetic. We also slightly simplified the GUI of the app to not use
features that are currently not covered by our model. The malware in the app
replaces the running result with a random number under certain conditions de-
scribed later, but we simplified it to return a fixed result of 88888888 instead,
because we do not yet model random numbers. These simplifications do not
fundamentally change the structure of the app.



4.2 Representation

Our Android model includes a parser, written in ACL2, that turns an app’s JVM
bytecode class files and XML files into an S-expression-based ACL2 representa-
tion usable by our platform model.

A parsed app, with the platform underneath, forms a state machine. The ini-
tial state S0 is defined by our model of app initialization discussed above. Each
transition is triggered by a platform-initiated event (e.g., pause app, resume app)
or a user-initiated event (e.g., click a button). The deterministic transition func-
tion T maps an input event E and a state S to the next state T (E ,S ); it is lifted
to sequences of events by defining T ∗((E1, . . . ,En),S ) = T (En, . . .T (E1,S ) . . .),
and T ∗(ε,S ) = S , where ε is the empty sequence. Our platform model currently
supports a single app (state machine) at a time, but can be extended to support
multiple apps.

For the calculator app, the state machine has an input event for each calcula-
tor button (0 1 2 3 4 5 6 7 8 9 + - * / = C) and each app lifecycle event.
The state includes a TextView GUI object whose content is the string shown on
the calculator display. The main correctness theorem for the app says that the
contents of the display are always correct, given the sequence of input events
supplied to the app so far. We defined an output function O that maps a state
S to this display string O(S ). Different output functions could be defined for
different apps, each extracting from the state the app-specific observables of
interest.

4.3 Specification

The execution of the parsed app on the platform model corresponds to a low-level
state machine whose states are states of our Android model, as described above,
and whose transitions are expressed in terms of the execution of JVM bytecode
and API calls. Often a functional specification for an app is naturally expressed
as a higher-level state machine, whose states and transitions are defined in user-
oriented terms rather than code-oriented terms. The correctness of the code
with respect to the specification can then be expressed as a simulation [28] of
the high-level machine by the low-level machine.

A state machine specification for the calculator app is sketched in Fig. 1.
Each state has a name (in bold, e.g., value) and one or more state variables (in
italics, e.g., val ); the underlined state variable is the one shown on the calcula-
tor display. In each state, val is the latest result, which is 0 when the calculator
starts or when C (clear) is entered. In value-op and value-op-value, op is
the latest operator entered. In value-op-value, entering = or an operator op’

combines val2 with val by applying op, completing the pending operation and
replacing the latest result; if op’ was entered, it becomes the latest operator. Fig-
ure 1 does not show the expressions assigned to state variables when transitions
are taken, e.g., a digit transition from value-op-value to value-op-value

assigns 10 × val2 + digit to val2. Exploiting that 0 is identity for addition,



entering a digit in value sets val to 0, op to +, and val2 to digit, as if there
were a pending 0 + . . . operation.

We formalized this state machine specification in ACL2. The formalization
includes a constant s0 for the initial state, a deterministic transition function t
that maps an input event e and a state s to the next state t(e, s) (and is lifted
to t∗ over sequences of events, analogous to T ∗ above), and an output function
o that maps a state s to the content of the calculator display o(s).

Fig. 1. A state machine specification for the calculator app

4.4 Invariants and Proofs

Often the simulation relation between a low-level and a high-level state machine
is defined as an abstraction function [18] from the low-level inputs and states to
the high-level inputs and states. For the calculator app, the abstraction function
α maps each calculator button press event to the corresponding input in Fig. 1
and each app lifecycle event to no input in Fig. 1; it also maps each app/platform
state to a state in Fig. 1.

In our Android platform model, the app/platform state S includes the his-
tory of input events. Thus, given an abstraction function to a high-level state
machine specification, the correctness of the app with respect to the specifi-
cation can be expressed as a predicate over the low-level app/platform states.
Intuitively, the app’s invariant says that the app is in fact in the state that it
should be in, given the sequence of inputs seen so far. If H (S ) is the history of
input events in S , the predicate is Ω(S ) ≡ [O(S ) = o(t∗(α∗(H (S )), s0))], i.e.,
the observable outputs that result from executing the app’s code on the inputs
H (S ), which take the initial state S0 to S , are the same that result from running
the high-level state machine on the corresponding abstract inputs α∗(H (S )),
where α∗ is the homomorphic lifting of α from events to event sequences. If



Ω includes all the states S reachable from S0, i.e., if Ω(T ∗((E1, . . . ,En),S0))
holds for every event sequence E1, . . . ,En, then the app’s code is observation-
ally equivalent to the specification, i.e., it yields the same outputs for the same
inputs. For the calculator app, the code is observationally equivalent to Fig. 1.
Ω(T ∗((E1, . . . ,En),S0)) is provable by induction if Ω is an invariant, i.e., if Ω
holds on the initial state (base case: Ω(S0)) and is preserved by each transition
(induction step: Ω(S ) =⇒ Ω(T (E ,S ))). Since Ω alone does not provide a suf-
ficiently strong induction hypothesis, the following invariants are defined, and
proved together:

1. A stronger correctness predicate that involves not only outputs (the calcu-
lator display) but also states: Σ(S ) ≡ [α(S ) = t∗(α∗(H (S )), s0) ∧ O(S ) =
o(α(S ))], from which the weaker Ω(S ) is easily proved. While α, t , and S0
are specific to the app under verification, Σ has the same form for every app
whose specification is a state machine with an abstraction function, e.g., the
calculator app.

2. Code-level predicates on the app’s state, e.g., that a Java int field is never
negative or is always within a certain range. Formulating these predicates
requires an understanding of the app’s code, but failed proof attempts in
ACL2 often suggest them.

3. Platform-level structural predicates about the Java heap containing the ob-
jects that form the app under verification, the Android GUI objects being
consistent with the XML files, Java fields having values of the right types,
and so on. These constraints are largely boilerplate and we believe that they
could be automatically generated at the same time as the app is parsed into
its ACL2 representation. For the calculator, we manually defined several
predicates of this kind, because their automatic generation is not imple-
mented yet.

Once a sufficiently strong invariant has been defined, proving its establish-
ment in the initial state and preservation by each transition can be carried out
by symbolic execution using the ACL2 rewriter. To prove preservation, we start
with an arbitrary Android state assumed to satisfy the invariant. We then show
that the execution of an arbitrary event results in a state that still satisfies the
invariant. The proof naturally splits into cases for each possible allowed event
(disallowed events have no effect on the state), and we usually prove each event
separately. Some application-specific rewrite rules are often needed (e.g., rules
about bit-vector math for the calculator app), and the proofs also use our grow-
ing library of rewrite rules about the Android model itself. Otherwise, proofs
for simple apps are largely automatic; for the calculator app, the proof corre-
sponding to each button click event is a single line of ACL2 code that invokes
our tactic called def-event-proof. This tactic unfolds the application of the
invariant to the initial state (to expose necessary assumptions for symbolic ex-
ecution), performs the symbolic execution, often resulting in several cases, and
finally, in each case, unfolds the invariant applied to the final state and simplifies
the result. In successful proofs, everything simplifies to ‘true’.



A key intermediate formula that arises in the proof of the preservation of
the invariant is α(T (E ,S )) = t(α(E ), α(S )), i.e., each low-level transition has a
corresponding high-level transition—a typical commuting diagram in simulation.
If an app’s code has no loops (as is the case for the calculator app), ACL2 can
automatically prove the invariant’s establishment and preservation, provided
that an appropriate set of rewrite rules is enabled. The absence of loops is not
so uncommon in simple Android apps, where the platform already provides a
GUI loop that reads inputs and invokes app code to process them. Verifying
apps whose event handlers contain loops is future work and will likely involve
formulating and proving appropriate loop invariants; Σ and the other invariants
discussed above apply to the platform GUI loop.

We found it convenient to verify the calculator app in two stages. We defined
an intermediate state machine whose structure closely resembles the Java code,
but without involving any Java or Android concepts. Its states are records whose
components correspond to the app’s Java fields, and its transitions are defined
in terms of record component updates that correspond to the Java code. This in-
termediate state machine is an abstraction of the code in the ACL2 logic, which
in particular does not involve the platform-level structural invariants discussed
above. It may be possible to obtain this intermediate machine automatically,
using the techniques in [38]. We prove that the app’s code simulates the in-
termediate machine and that the intermediate machine simulates the high-level
machine. The two theorems are composed to obtain a proof of correctness of the
calculator app with respect to Fig. 1.

4.5 Malware Discovery

The calculator app keeps a count of the operations performed since the last
= was entered (or since the app started), e.g., after entering ... = 1 + 2 *

3 the count is 2. The malware (in our simplified version of) the app replaces
the running result with 88888888 when the count reaches 3. This is functional
malware, which does not involve API calls.

We attempted to prove that the calculator app with malware satisfies the
specification in Fig. 1. As it should, the verification fails. The output from the
failed ACL2 proof exposes the malware: a proof subgoal that cannot proved is
that when the operation count is 3, the correct running result is 88888888. In
general, failed proof subgoals can expose the conditions that trigger an app’s
malware and the malicious computations that violate the functional specifica-
tion.

This is a very simple example of functional malware, which is also fairly easy
to detect by the user. However, it is suggestive of more serious, and hard to
detect, kinds of functional malware. An example is a military navigation app
whose intentional miscalculations send a squad off-course to a dangerous place.



4.6 Functional Bugs

After manually removing the malware from the calculator app, we found two
functional bugs in the app that prevented a successful proof. The bugs are also
present in the original, unsimplified version.

The operation count is stored in a Java int, which wraps around and becomes
negative if 231 operations are entered without entering =. Since the condition
under which the display is updated includes that the count is larger than 1, the
display stops updating as the count becomes negative (until it wraps around
again to become positive). Since it is impractical to enter 231 operations, this
bug has arguably only theoretical significance (some may argue that it is in fact
not a bug). Nonetheless, we fixed this bug in the app code.

The other bug may occur in practice: under certain easily achievable condi-
tions, the display is not updated to show the running result. For example, start-
ing the calculator and entering - 1 2 3 4 5 + shows 12345 instead of −12345
on the display (the + should show the partial result 0 − 12345, where 0 is the
initial display). The details of this bug are unimportant, but are caused by what
we regard as an unnecessarily complicated implementation of the calculator: this
bug eluded our manual code inspection. While this bug was not malware planted
by the Red Team, and is not earth-shattering in its significance, it may be rep-
resentative of functional malware where a cleverly crafted, non-straightforward
implementation may sometimes produce an incorrect result under conditions
that cannot be easily detected by manual inspection. After fixing this last bug,
we proved the correctness of the app with respect to Fig. 1.

5 Related Work

In [26], JML [20] is used to specify contracts for API and application methods,
and the KeY theorem prover [21], which is based on dynamic logic [17], is used
to verify that the Java code of those methods satisfies the contracts. Our formal
model of the Android API is more comprehensive, e.g., we model callbacks,
which are not modeled in [26]. The app specifications in [26] consist of contracts
for various app methods, which are implicitly informally “composed” into an
overarching correctness argument for the apps. In contrast, our app verification
is carried out with respect to an explicit overarching app specification expressed
in user-oriented terms (not code-oriented terms like contracts). The translator
from Java/JML to KeY in [26] embodies the dynamic logic semantics of Java
and JML and is thus a critical component of that approach; in our approach, all
the semantics is explicated in ACL2.

In [19], a pencil-and-paper concrete and symbolic operational semantics for
Dalvik and for a few Android API methods is defined, and used as the founda-
tion to implement a symbolic executor of Android apps. The symbolic executor
is connected to an SMT solver. The tool is shown to infer the conditions un-
der which an example app performs certain privileged actions. Our approach
also uses symbolic execution, but our semantics is mechanized inside a theo-
rem prover, and we use ACL2’s rewriter for symbolic execution. It is not clear



whether their approach can verify the full functional correctness of apps, due to
the use of an SMT solver rather than a more general (but likely less automatic)
theorem prover such as ACL2.

In [33], a pencil-and-paper operational semantics for a few Dalvik instruc-
tions and a few Android API methods is defined, and a progress property is
proved. The paper mentions work in progress on a symbolic executor, but no
app verification results are reported. Our Android model is mechanized inside a
theorem prover and covers more features of the Android platform.

Other formal models of the Android platform [1,5,13,36] are more abstract
than ours, focused on security aspects and properties. These formal models are
in a sense complementary to ours: it should be possible to formalize abstraction
mappings from our model to those models, ensuring that the security properties
of the more abstract models apply to the more concrete model.

Static analysis of app code to help detect malware (e.g., [7,14,16]) is comple-
mentary to our approach. It is more automated (e.g., no functional specification
is needed) but less precise; it cannot prove deep properties like functional cor-
rectness.

In [6], post-conditions of API method calls are calculated from pre-conditions
via an algorithm that processes propositional formulas. It may be possible to use
our API model and the ACL2 theorem prover for that purpose, which may lead
to higher precision in the malware detection tool described in that paper.

Proposals to improve the Android security mechanisms (e.g., [10,30,37]) or to
add on-device virtualization (e.g., [22]) require extensions to the platform, which
the developers of all the fragmented versions of Android would have to agree on.
If implemented, these extensions may prevent certain classes of malware, but
not the kind of functional malware that our approach addresses.

Collecting data at run time and analyzing it to detect malware patterns
(e.g., [35]) is likely to be more automatic than our approach but may allow
malware to execute before it is detected. It also may raise privacy concerns if
the analysis is performed off-device.

Dynamic analysis in off-device sandboxes prior to deployment (e.g., [3]) has
similar coverage limitations as conventional testing. In addition, some malware
may detect when it is being run in an emulator and behave differently than when
it is run on a device.

Automatically transforming app code to enforce security policies (e.g., [41])
may affect performance and potentially functionality and may not be agreeable
to app developers. This approach may thwart certain classes of malware, but
not the kind of functional malware that our approach addresses.

6 Takeaways

App Verification Methodology Many aspects of the app verification work
described in Sect. 4 are not specific to the calculator app. We expect that the
same proof methodology can apply to a large class of apps:



– Automatically parse the app’s code and XML files into a deeply embedded
representation inside the theorem prover, obtaining a low-level state machine
based on the formal semantics of the JVM and of the Android platform, as
in Sect. 4.2.

– Formalize the app’s specification as a high-level state machine, expressed in
user-oriented terms (not in internal Android-oriented terms), as in Sect. 4.3.

– Define an abstraction function from the low-level state machine to the high-
level state machine, as in Sect. 4.4.

– Formulate a sufficiently strong state invariant on the low-level state machine
(like Σ in Sect. 4.4) that implies the desired relation between the high-
level state machine and the low-level state machine (like Ω in Sect. 4.4).
The invariant includes not only simulation conditions, but also code-level
invariants and platform-level invariants, as explained in Sect. 4.4.

– Use symbolic execution to prove that the low-level state machine’s invariant
is established by initialization and preserved by each event.

– If convenient, formalize intermediate state machines (between the low-level
one and the high-level one), staging the abstraction functions accordingly.
Prove simulations of each machine by the one immediately below it, and
finally compose the simulation theorems into one overarching simulation of
the high-level state machine by the low-level state machine. As mentioned
in Sect. 4.4, for the calculator app we used an intermediate state machine.

State Invariants vs. Trace Invariants By keeping suitable history (e.g.,
the sequence of events processed so far) in our model of the Android state, we
are able to express properties of interest (such as Σ and Ω in Sect. 4.4) as
state invariants instead of more complex trace invariants, which involve multiple
successive states of execution.

Iterative Invariant Strengthening It may be difficult to formulate a suffi-
ciently strong invariant in one attempt. The first attempt typically results in an
invariant that is too weak. However, the failed proof output from ACL2 often
readily suggests how to strengthen the invariant. The failed proof output consists
of one or more proof subgoals, each consisting of a number of hypotheses and a
conclusion. When these hypotheses express some impossible condition (e.g., that
an integer variable is outside it possible range of values), the invariant must be
strengthened to exclude that impossible condition (e.g., the range of the variable
must be part of the invariant). Several iterations may be needed before reaching
a sufficiently strong invariant.

Bugs Uncovered by Failed Proof Attempts Bugs in the app (i.e., the fact
that the app does not satisfy the specification) are often exposed by failed proof
attempts. In some cases, the hypotheses of a failed proof subgoal, when they do
not correspond to an impossible situation (i.e., the failed proof is not due to the
invariant being too weak), reveal corner cases in which the invariant is broken.



This may indicate either a bug in the app or perhaps a need to reformulate the
invariant.

An ACL2 Trick There are cases in which failed ACL2 proof subgoals do not
explicitly expose the problem, because the ACL2 rewriter rewrites an untrue
conclusion to ‘false’ and replaces it with the negation of one hypothesis—the
untrue conclusion has disappeared from the proof subgoal. This happens, for
instance, when attempting to prove that some term x equals a certain constant c,
when instead the term equals some other constant c′: The goal x = c is rewritten
to ‘false’ and it disappears. To debug this, we can introduce an uninterpreted
nullary function f and attempt to prove x = f(). The new proof attempt will of
course fail, but the rewriter will rewrite x to the correct constant c′, displaying
the failed proof subgoal c′ = f(). Then we can revise our original proof attempt
to prove x = c′ instead.

Android Platform Modeling The Android documentation informally de-
scribes the interaction of apps with the Android platform, without explicitly
describing most of the internal state of the platform, aside from app lifecycle
states and similar aspects. Formalizing the Android platform involves creating
an explicit model of the internal Android state. In order to do that, we tried
to imagine how the implementation could support the behaviors described in
the documentation (e.g., maintain a mapping from resource IDs to references to
View objects), and defined our state (and transition) model accordingly.

Android API Modeling The large size of the Android API makes its for-
mal modeling challenging. We believe that the best approach to address this
challenge is to model the API in a demand-driven fashion, i.e., formalize the
API classes and methods as they are needed to verify apps. API methods writ-
ten entirely in Java need not be explicitly modeled; instead, their code can be
symbolically executed along with the app code. However, it may be beneficial
to explicitly model API methods that have complex code that may complicate
symbolic execution. It should be also noted that, as suggested in [6], typical
apps use a relatively small “popular” subset of the Android API: thus, it is not
necessary to model most of the Android API in order to verify interesting apps.

7 Conclusion and Future Work

We have described our ongoing work on formally modeling the Android platform
and verifying Android apps. Compared to existing research, our Android model
has the highest coverage of Android features, and our Android app verification
goes deeper to include proofs of full functional correctness. A major motivation
for this work is to ensure the absence of functional malware in apps, which other
detection approaches to do not address. Our approach can be used to prove deep
properties of apps with high assurance.



The proof methodology described in this paper, based on state machines
and simulations, can verify a large class of app properties. But the ACL2 logic
and our Android model can express other kinds of assertions over the deeply
embedded apps. Examples are program-level properties such as the fact that
certain API calls are made only under certain conditions and with certain data,
which enables much finer distinctions than coarse Android permissions such as
INTERNET. Other examples are hyperproperties (i.e., predicates over multiple
executions) [8], including security policies like non-interference [15], which could
express the non-leakage of private user data to network sockets, text messages,
and other destinations. To verify these kind of properties, extensions to our proof
methodology may be needed, e.g., invariants over multiple states from different
execution traces.

We are extending our formal model to cover more Android features and are
tackling the verification of larger and more complex apps. We would also like to
extend our approach to support reasoning about multiple apps, including their
communication via Android’s ’intent’ mechanism.

Another direction for future research is the modeling and proof of non-
functional aspects of apps, e.g., to reason about resource usage or covert chan-
nels.
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